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Foreword

When I was a student, I got on very well with my professor of genet-
ics whom I greatly admired — an admiration which subsequently
turned into affection. I had developed the habit of visiting him reg-
ularly in his office in the Institute of Molecular Biology on the
Jussieu university campus (nowadays renamed as the Jacques Monod
Institute). I believe he shared the pleasure I experienced from our
discussions which often went beyond topics of biology.

This all took place towards the end of the ’70s, in an ambience
that is difficult to describe nowadays. I had started my career very
badly (it has not really improved much since). After refusing a posi-
tion as a lecturer and giving up my PhD thesis, I severed all links
with the academic world. I lived by casual jobs, day to day. I had
only a few friends, none of whom were biologists or scientists: they
were mostly aspiring artists and we led a life without any clear
direction, occupied by never-ending discussions and walks around
the streets of Paris. 

Jean Tavlitzki was the sole researcher with whom I had kept in
contact. A few years earlier I had attended a course he gave which
enthralled me. One of his lectures concerned cell differentiation and
that was the origin of my infatuation with the subject.

I am mentioning this because the starting point of this book
comes from one of our many discussions. At that time I still
thought that the development of an embryo was directed by a
genetic programme which functions due to specific proteins. One
day, he pointed out to me that no such proteins had ever been dis-
covered in organisms with several cells. I was more than somewhat

vii

b694_FM.qxd  12/16/2008  10:29 AM  Page vii



disturbed by this as their existence seemed so obvious to me that
it could not be doubted.

Jean Tavlitzki had not said this to contest the predominant
ideas of the time or to throw me off balance. It was simply an
objective observation made with scientific precision. He did not
imagine that in the future these regulators would not be discovered
and went no further in drawing any kind of conclusion that could
challenge genetics or molecular biology. His observation was of
the greatest relevance because, as I shall explain in the following
pages, these specific proteins have never been discovered and that
produces a major contradiction in genetic determinism. 

As for me, I went one step further and one thing led to another,
ending in my formulating a new theory. During our conversations,
I explained to him the main principles which I also described in the
first article I had published at that time. Jean Tavlitzki could have
prevented me from following this path. He had enough influence
over me to do so and I think I would have listened to him if he had
tried. He did not do so, however. He did not prevent me from think-
ing and I am deeply grateful to him for that.

Since this “germinal scene”, if I may call it that, I have tra-
versed unforeseen fields such as the philosophy of biology, published
several articles to complete my theory, and undertaken various
research studies, to arrive now, at writing this book.

In it I explain the theory of cellular Darwinism, also called onto-
phylogenesis. It is the extension of natural selection, taking place
inside the organism among the cell populations of which it is consti-
tuted. It ends with evolution and ontogenesis merging into a single
phenomenon. Its application models help support it and show that it
also emerges onto a concrete experimental research programme.

I have already formulated my theory in my earlier articles, but
now I explain how this general theoretical context breaks with both
genetic determinism and self-organisation, and how it goes beyond
their contradictions. Indeed, since the publication of genome
sequencing, many researchers, probably disappointed by its results,

viii The Origin of Individuals
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are turning to theories of self-organisation, thinking they may find
an alternative there to genetic determinism. I have therefore
devoted long sections to analysing the foundations of holism and
self-organisation in which I show that these theories are only super-
ficially different from genetic determinism, and that they are not a
valid alternative.

Finally the story speeds up. Many data published in the last ten
years support ontophylogenesis and give it a new dimension. The
non-specificity of proteins is nowadays documented to the point
where it has led to the foundations of molecular biology being chal-
lenged by molecular biologists themselves. Probabilistic gene
expression has also become an unquestionable phenomenon. I have
undertaken computer simulations which demonstrate the relevance
of ontophylogenesis, as well as analyses of its epistemological
aspects. All these studies are new material that I have incorporated
into this work.

This book therefore mainly concerns biology, but also touches
on philosophy and history. Although not a book aimed at the gen-
eral public, it is addressed to a broad audience extending beyond
the circle of specialists. I have avoided terminology which is too
technical as much as possible. I have not always avoided redun-
dancy in my explanations where they help comprehension and I
have frequently used explicit expressions even though they may
make the style more ponderous. I have provided a glossary to help
the non-specialist reader and invite him to refer to it as often as
necessary. He might even do well to begin by glancing at it. As for
the bibliography of the subjects tackled, it consists of a long list.
I have more often than not contented myself with referring to the
most significant examples or syntheses. Certain chapters also
include many quotations. Looking back at these historical texts on
which biology is founded is essential to escape from the confusion
which reigns in current debates. Reading them requires a little
extra effort on the part of the reader.

Foreword ix
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1
Five Arguments for a New Theory

of Biological Individuation

Biological theories have been propounded since ancient times. In an
attempt to grasp the nature of the species and the individual, and
in general, the genesis of these two aspects has been considered as
distinct phenomena. This is the reason why the evolution of species
and the development of organisms is explained by two different
theories: natural selection and genetic programming. This separa-
tion presents a recurring problem, as these two processes are in fact
closely interwoven one with the other. In concrete terms, the species
evolves through the reproduction of individuals that succeed each
other. There has to be, therefore, a point where the theory of evo-
lution and the theory of embryonic development meet. In the 20th
century, this union occurred through what has become known as ‘evo-
lutionary synthesis’. Evolution of the species is considered to arise
from transformation due to mutation of the genetic programmes
coded in the DNA. This field of research is now called “evo-devo”.
While, logically, the two processes can be linked to one another with
this theory, the cost is considerable. New problems arise bound very
closely with genetic determinism, in which the theory ends. DNA
becomes omnipotent. It governs evolution through its mutation, and
controls the genesis of organisms through the genetic information it
contains. Ever since we developed the ability to sequence genomes, the
difficulty of holding such a view has been confirmed.

Firstly, there are considerably fewer differences between the
genomes of organisms, including those that are phylogenetically dis-
tant, than were foreseen. It is therefore difficult to explain evolution
by the addition of DNA point mutations. Secondly, it has not been

1
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possible to decode the genetic programmes that are supposed to
control embryonic development by reading these genomes. There
are far fewer genes than seem necessary to explain all the functions
performed by an organism. As a result of these limits to genetic
determinism, we are now seeing a real change of paradigm, with the
emergence of systems biology.

Instead of focusing our understanding of organisms on their
DNA, we are trying to see and understand them as systems. We are
seeking, in this new context, to find the balance between the influ-
ences arising from the various levels, which include the DNA, the
networks of proteins, the cell tissues, the organism and the envi-
ronment. This post-genomic biology requires enormous use of bio-
computing to integrate the huge quantities of data collected by
large-scale transcriptome and proteome analysis. The aim of these
programmes is to identify all the RNAs and proteins in a cell in
order to establish a map of the interactions they have with each
other in the form of networks. It is thus hoped to arrive at a
complete description of how a cell functions. However, scientific
progress does not result simply from accumulating data. The obser-
vations made depend just as much on the theories which guide the
research as on the reverse. Systems biology will not succeed in going
beyond the contradictions of evolutionary synthesis unless it also
resolves the original problem concerning separating evolution from
embryogenesis. To do this, a new conceptual framework needs to be
developed.

Ontophylogenesis (or cellular Darwinism) resolves this problem
and provides a conceptual context in which DNA is not omnipo-
tent. It breaks with traditional theories by considering embryonic
development and evolution as a single process. It consists of apply-
ing Darwinism to the interior of organisms, no longer just to the
DNA but also to how a cell functions as well. It thus leads to a gen-
eral conception in which the question of biological individuation can
be tackled from a new angle. It is this theory which is the subject
of this book, in the course of which various extensions of it will
gradually be discussed.

2 The Origin of Individuals
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The concept of probability will first of all be analysed in order
to understand the difference between determinism and probabilism.
This prior clarification is necessary in order to grasp what the
intrinsically probabilistic character of cellular Darwinism involves,
and to differentiate it from the theories of genetics and self-organisation.
The latter use the concept of noise or fluctuation but are funda-
mentally deterministic theories (chapter 2). The principles of
genetic determinism will also be studied in detail. We shall see that
they are incompatible with recent experimental data because the
molecular order that they imply for explaining biological organisa-
tion does not exist (chapters 3 and 4). We shall then examine the
variants of holism, theories which assert that order, instead of orig-
inating from the molecular level as in genetic determinism, origi-
nates from higher levels of organisation. The analysis will show
that they are not valid alternatives, as they rely on the idea of
a creative nature and a return to animism, which are purely and
simply a negation of scientific rationality (chapter 5). We will then
discuss ontophylogenesis, which differs from reductionism and
holism in that it does not presuppose origin in biological organisa-
tion, whether concealed at molecular level or at higher levels of
organisation. As a result, ontogenesis can really be considered as a
process and not as the expression of a static order. The experi-
mental data supporting it have been accumulating for more than
forty years. They show that gene expression is a probabilistic phe-
nomenon and that there exist mechanisms exerting selection on cell
differentiation. In addition, computer simulations show that cellu-
lar Darwinism is in a position to generate reproducible cell struc-
tures and that chance can play a positive role in this process
(chapter 6). Finally, ontophylogenesis will be placed in a wider his-
torical and philosophical perspective, which will distinguish it
as much from Aristotelian (hylemorphic) conceptions, which place
the origin of organisation in Form, as from Hippocratic conceptions
that place it directly in the material body taken as a whole.
This analysis will again show how it differs from genetics and self-
organisation which, for their part, remain within these traditional
modes of thought (chapter 7).

Five Arguments for a New Theory of Biological Individuation 3
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All these developments will gradually produce support for the
five main arguments for cellular Darwinism, which we shall first of
all set out rather bluntly in a summarised form.

1.1 Ontophylogenesis

An adult multicellular organism, comprised of numerous differenti-
ated parts, results from the development of an embryo, which itself
arises from the multiplication of a germinal cell. During this
process, cells which are undifferentiated at the start become spe-
cialised and organise themselves into tissues that carry out the
functions necessary for life. An organism with the characteristics of
a biological species is thus produced. New germinal cells are in turn
generated in this organism and the process of embryogenesis is
reproduced cyclically. How can this phenomenon be explained?
This is a question which is very difficult to answer.

Up until the present time, the functioning of living beings has
always been interpreted in line with deterministic theories. For
genetics and molecular biology, the organism is inscribed in advance
in the genome as a code containing the genetic programme. The
cells differentiate according to the instructions in this programme:
the genes are activated in sequence during the development and
synthesise specific proteins which serve as signals exchanged by the
cells. Under the influence of these signals, the cells differentiate for
specific purposes, a totally deterministic phenomenon which
excludes chance. This theory, which poses serious conceptual prob-
lems, is now being refuted by a large number of experimental facts.

Cellular Darwinism renounces the deterministic tradition of
embryology and genetics. Cells change state and differentiate
because the way they function is intrinsically probabilistic. There is
randomness deep inside them, in the way the genes function, where
they are supposed to be controlled by the genetic programme.
Depending on whether one set or another of these genes is
expressed by chance, from all those that make up the genome, the
cell acquires certain characteristics that correspond to a particular

4 The Origin of Individuals
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differentiated state. Interactions between cells play an important
role, but they do not involve signals inducing changes of state, as the
theory of genetic programming supposes. Rather, they stabilise
genetic expression when a viable combination of differentiated cells
has been produced by the genes functioning randomly (Kupiec,
1983). The genetic expression is then frozen and the cells can no
longer change their state. If a cell does not adapt to its microenvi-
ronment through this random process, it ceases to multiply and dies
or becomes pathological. The conceptual structure of this model is
therefore a mixture of chance and selection, analogous to the theory
of natural selection but transposed to the level of cell behaviour.

However, the analogy with Charles Darwin’s theory (1809–1882)
goes further. According to cellular Darwinism, embryogenesis is a
real extension of natural selection within organisms. Ontogenesis
and phylogenesis are the two inseparable sides of a single reality
produced by a unique process: ontophylogenesis. Organisms develop
and evolve at the same time. Both phenomena are the result of a
single mechanism (Kupiec, 1986), so for this reason, the usual def-
initions of the genome and the environment are not apt. Since it
functions randomly, not only is the genome not the bearer of a
genetic programme of rigid instructions in which the adult organ-
ism is inscribed in advance, but the conception that we have of the
environment is equally incorrect. It comprises not only an external
environment from which the organism is separated by a hermetic
barrier, but it continues inside the organism forming the selective
microenvironment of the cell, to which the latter must adapt. This
conception of the cell microenvironment corresponds to Claude
Bernard’s ‘internal environment’ (1813–1878). For him, organs and
cells lead an autonomous life in this internal environment (Bernard,
1878). Cellular Darwinism borrows, therefore, both from Darwin’s
and Bernard’s theories, and consists of applying natural selection to
the cells which live in the internal environment. A similarly inspired
theory was put forward by Wilhelm Roux (1850–1924) in the 19th
century, but it was eclipsed by the expansion of genetic conceptions
(Roux, 1881).

Five Arguments for a New Theory of Biological Individuation 5
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1.2 Random man

The term ‘Darwinism’ nowadays no longer refers to the original
theory set out by Darwin but to evolutionary synthesis. Species
evolve in this context due to random mutations of DNA, which
produce advantages for certain individuals in using the environ-
ment. They are selected therefore owing to their more rapid mul-
tiplication. It is a question of simplification, which eliminates the
fundamental aspects of Darwin’s thought. His book On the Origin
of Species (1859) puts forward a theory explaining the transforma-
tion of species, but also questions what a species actually is. The
word ‘origin’ must be understood as meaning ‘a mechanism gener-
ating the species’ and not ‘chronological origin’ in a history of liv-
ing forms, which is not what Darwin meant. He first of all
considered the definition of ‘species’ and its significance. What he
said about this is very surprising and runs counter to common
sense. He began by defending a nominalist vision. He asserted that
species do not actually exist in nature, but are abstract entities
created by the classifier by arbitrarily grouping living forms
together, depending on his subjective appreciation of them.
Darwin’s nominalist position is nowadays totally suppressed or
considered as an error of his youth corrected by the adherents of
evolutionary synthesis (Mayr, 1993). As we shall see, it is this most
revolutionary and most fertile aspect of his thought that contains
the germ of a general theory of living beings. In contrast, genetics
is not nominalist but is founded on the reality of the species.
Evolutionary synthesis is thus forced synthesis between profoundly
contradictory elements, which leads to a theoretical and experi-
mental contradiction (Kupiec, 1999).

The special fields of both Bernard and Darwin have found their
way into the realms of modern science, but it is unusual for the two
to be brought together. Their individual areas of research seem very
separate. Bernard’s is concerned with the way the organism func-
tions internally and argues for absolute determinism, while Darwin’s
concerns the organism’s relationships with its external environment,

6 The Origin of Individuals
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and argues a probabilistic theory.1 Earlier discussion here has
already indicated the similarity between the Darwinian environment
and Bernard’s internal environment. Their convergence however
equally concerns their epistemological conceptions. In the same way
that Darwin doubted the objective reality of species, theoretical
models of physiology were, for Bernard, creations of the mind, and
their reality should be considered as subjective. He goes even as far
as doubting the reality of physiological functions. So although nowa-
days it seems extremely surprising to a biologist who does not know
the history of his discipline, the father of the modern theory of evo-
lution did not believe in the reality of the species and the father of
modern physiology did not believe in the reality of physiological
functions! The profound significance of this shared nominalism must
be analysed. It indicates radical anti-essentialism which lets us
understand the living being while renouncing any finalism. Cellular
Darwinism radicalises this Bernard/Darwinian anti-essentialism. 

To break, indeed, with the essentialist biology of Aristotle,
Descartes (1596–1650) introduced the idea of the ‘Animal Machine’
taking the clock as a metaphor for the organism. La Mettrie then
extended it to the ‘Man Machine’.2 Reducing the living being to a
machine means that the physiological processes follow ordinary
physical and chemical laws, like the rest of nature. Living material,
like inanimate material, is inert in itself. It is the forces that are
each exerted on the parts of a living body3 that make an organism
move and endow it with vital characteristics. However, Mechanism

Five Arguments for a New Theory of Biological Individuation 7

1 Darwin does not actually use the terminology of the theory of probability. As
we shall explain in chapter 7, §7.3, his explanation of the origin of hereditary vari-
ations was ambiguous. However, it covered what nowadays we call chance variation.

2 Descartes considered man to be made of two substances, the immaterial mind
and the body. The metaphor of the machine only applied to the body. La Mettrie
radicalised this position. For him there is only one material substance. What is
called the mind only arises from the organs of thought functioning, thus producing
the man machine.

3 Or chemical reactions between molecules.

b694_Chapter-01.qxd  12/16/2008  9:38 AM  Page 7



does not succeed in totally eliminating finalism because a machine
is built by its designer according to a plan decided in advance for
fulfilling a function. All the parts making it up are adjusted relative
to each other to fulfil this overall purpose. Necessity rules supreme.
Cellular Darwinism also considers life as an exclusively physical and
chemical phenomenon, and from this point of view, it is mechanis-
tic; but, contrary to traditional mechanism, which is fundamentally
deterministic, it is based on probabilistic laws. The Man Machine,
as far as cellular Darwinism is concerned, is a ‘Random Man’ and
thus escapes totally from finalism and essentialism.

Cellular Darwinism is also different from theories of self-
organisation, which postulate that matter is not inert but on the
contrary has creative properties producing life. Man, according to
these theories, cannot therefore arise from chance.

1.3 The same kind of laws govern biology and physics

In physics, order is subjective because it is related to the level of
observation at which the experimenter places himself and to the
degree of accuracy that he sets. Macroscopic order at our level of
existence arises from microscopic disorder. The behaviour of mole-
cules and atoms when considered individually is intrinsically ran-
dom but this molecular disorder is insignificant at the macroscopic
level. Due to the huge number of particles making up systems, the
individual variability of each molecule is negligible compared with
the average behaviour of the whole. Erwin Schrödinger (1887–1961)
spoke in this respect of the principle of ‘order from disorder’ which
governs physics. In contrast, as regards molecular biology and
genetics, biology is supposed to be subject to a principle of ‘order
from order’. The order is supposed to be real, intrinsic to the living
thing and irrespective of the subjectivity of the observer. The
macroscopic organisation of living beings is said to be produced
from the microscopic order laid down in the chromosomes in the
form of genetic information. This theory holds that biological mol-
ecules do not collect together according to the probabilistic laws of

8 The Origin of Individuals
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physics but fit together according to the instructions relating to this
information. There would therefore seem to be a difference in kind
between physics and biology. In physics, order would seem to be
epistemological4 whereas it is supposed to be ontological5 in biology.
This analysis by Schrödinger (1944) is the basis for the theory of
genetic programming. It has been dominating molecular biology
since it started but its historical and philosophical roots are a great
deal older. Genetic information is equivalent to the formal cause, or
to the soul, in Aristotle’s philosophy. It is an order principle which
determines an invariable organisation of living beings corresponding
to the species. This analogy between genetics and Aristotle’s sys-
tem has already been probed by the founders of molecular biology
and evolutionary synthesis (Delbrück, 1971; Mayr, 1982; Mauron,
2002; Vinci and Robert, 2005) without their considering it a prob-
lem: the fact that biology uses Aristotelian concepts would only go
on to show the relevance of his system. In actual fact, this theoret-
ical structure induces contradictions which undermine the develop-
ment of the molecular biology research programme.

Indeed, this Aristotelian conception of molecular biology is
nowadays invalidated by the most recent observations. Contrary to
what it predicts, there is very great molecular disorder in biologi-
cal systems. Gene expression and interactions between proteins are
not rigidly determined, but rather the reverse — they have a fun-
damentally probabilistic character. Cellular Darwinism goes beyond
this contradiction because it takes physical and chemical proba-
bilistic laws fully on board. The behaviour of proteins is subjected
to Brownian motion and the laws of diffusion. It does not there-
fore, as does genetics, introduce a difference in kind between physics
and biology. In this respect it is different again from theories of
self-organisation which, like molecular biology, consider order to
be real.

Five Arguments for a New Theory of Biological Individuation 9
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1.4 The first principle of biology

The idea that philosophy no longer has very much to contribute to
science is very widespread. Just as science is supposed to be capa-
ble on its own of providing us with access to real knowledge, sure
of its truth owing to experimental method, philosophy is supposed
only to be metaphysical speculation, of absolutely no use for scien-
tific research. It could only be used at best to study the methodol-
ogy and development of science. Seeing it this way is wrong. In all
the sciences there are entities or first principles which serve as start-
ing points. These principles are not demonstrated, but are stated
a priori as constituting the reality. They are not intangible. For
example, Newton’s physics is based on three-dimensional space and
absolute time. Yet this prime structure of the universe was aban-
doned by Einstein, which led him to work out the physics of rela-
tivity. First principles arise from ontology which is an area on the
limits between science and philosophy. The choice of first principles
is very important because they determine the nature of scientific
theories which are constructed from them.

In biology, the question of first principles does not seem to pres-
ent a problem. It can be formulated thus: What are the primordial
entities of the living world? The answer seems to be obvious: when
we look at the living world, we can immediately pick out individu-
als managing on their own, and if we compare them, we observe
subsets among them of identical beings. We can thus identify an ini-
tial entity, the individual organism, and the species which is coex-
tensive to it.6 We do not doubt for a moment that these two entities
really exist in nature, irrespective of any subjective divisions we
make to pick them out, or theoretical suppositions that we apply.
A genealogical line is then conceived as a succession of identical
ontogeneses but each with its independent individual reality. This
seems simple and natural and has always tended to dominate biol-
ogy. Yet there is another conception, and this is the one that certain
classifiers and evolutionists have tended to adopt. It consists of

10 The Origin of Individuals

6 Since a species is a set of identical individuals.
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extending one’s view beyond the individual to see the genealogical
line as the prime entity, and no longer the organism. It is possible,
indeed, to be interested in the first instance in the relationships
between beings that resemble each other. The idea that then
appears is that of the relationship which unites them, and is based
on the material continuity of living beings occurring through the
transmission of a germinal cell and its hereditary material. Earlier
we recalled Darwin’s nominalism. He did not cling to this negative
position. Through this nominalism he rejected the essentialist defi-
nition of the species, but in its place he substituted an evolution-
ary definition. In his eyes, a species is a genealogical line for a group
of organisms that have the same common ancestor. In such a con-
cept, the genealogical link becomes the first principle and the
organism a secondary entity produced by the process creating that
link, i.e. the evolutionary process itself. The organism is an entity
which has no existence except as an instant in the continuous
process of reproducing organisms. This genealogical idea of the liv-
ing being is implicit in Darwin and explicitly stated by Bernard
(Bernard, 1878).

However, it has nowadays disappeared from contemporary phys-
iology, and biology must confront another contradiction. Since the
dawn of genetics, it has been dominated by the point of view which
considers the individual organism to be a first principle, whereas
living beings are historical productions, the explanation of which
requires a genealogical design. Neo-Darwinian synthesis has attempted
to resolve this problem but has not managed to do so, as it continues
to consider ontogenesis and phylogenesis as arising from two distinct
processes. Ontophylogenesis, on the other hand, removes this contra-
diction because it allows effective synthesis of the two points of view
by combining embryogenesis and evolution in a single process.

1.5 Man lost in the Amazonian forest 

Another very widely held opinion consists in believing that the diffi-
culties encountered in biology arise from the complexity of the living
being. This complexity is supposed to be related to its hierarchical
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organisation of one level above another: molecules, cells, tissues,
organs, organisms and ecosystems. Corresponding to this structural
hierarchy is said to be a hierarchy of controls leading to very com-
plicated networks of multiple interactions between components,
that cannot be described by simple laws. This hierarchical organi-
sation seems obvious but raises the same question as that concern-
ing species: Is it a first principle? Is it ontologically real? As
concerns genetics and the theories of self-organisation the answer is
positive: it would seem to be a structure helping constitute the liv-
ing being. Each level seems to have properties determining how
organisms function. Due to this ontological similarity, genetics and self-
organisation are confronted with the same pitfalls. Self-organisation,
which sets itself up as an alternative, is no more appropriate than
genetics, and leads to the same contradictions.

Hierarchical organisation is not, on the other hand, a first prin-
ciple for cellular Darwinism. We find it difficult to accept this idea
because there is a particular epistemological obstacle to biology.
This lies not in any intrinsic complexity of living beings but
in the extreme difficulty we have in going beyond essentialism
in our relationship with them. We always want to endow them
with characteristics which differentiate them from the rest of
nature. These characteristics are intrinsic, either those coded in
the genetic information, or emerging and creative characteristics
postulated by self-organisation.

We can understand this difficulty better using an analogy.
Everyone knows the allegory of Plato’s cave. Here, the situation is
different. The man is not a prisoner in a cave but is lost in the
Amazonian forest. He has no idea of the geoclimatic context of
where he is and can never see the Amazon, the existence of which
is unknown to him. Before his eyes he has this extraordinary accu-
mulation of vegetation comprised of all sorts of plants, large and
small, which are intertwined in every direction. This forest, with its
innumerable details, appears to him to be extraordinarily complex
and he thinks that the explanation for it must be similarly complex:
he seeks a meaning and reason for each detail. Why, for example, is
this particular plant exactly in this specific place and why are its

12 The Origin of Individuals
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branches intertwined with those of that other plant? In this quest
for meaning, he succeeds in classifying several types of plant
depending on their size, and recognises thus several levels populated
with living things that maintain specific relationships which seem
to support this complexity: the phenomena connected with small
plants that survive close to the ground, with those that occur
higher towards the tops of the tall trees, and with those that are at
a height in between. This structure seems to him to be inherent to
the forest and even to account for it. In fact, each of these levels
seems to have its own properties in terms of light, temperature,
humidity and sensitivity to wind. Nevertheless, if he were to see the
Amazon, he would probably understand that this apparent com-
plexity and apparent hierarchical organisation has a simple expla-
nation related to the abundance of water in this region, which
favours the growth of luxuriant vegetation. He would also under-
stand that the multitude of little details that make up the forest are
the result of the vagaries produced during this growth, which have
neither an explanation nor any particular meaning. As for the lev-
els of organisation, they are not a constitutive structure inherent to
the forest but the result of plant growth in the conditions where
they are produced. If these conditions change (less water, a differ-
ent temperature etc.), the structure of the forest would also change,
because it is not constitutive but the result of a process conditioned
by the structure of the environment.

When we analyse living matter, we are in a situation similar to
this man lost in the forest. In the same way that he is unable to see
the Amazon, we also have a blind spot. The idea of a natural hier-
archy is intimately linked with essentialism which assumes a hier-
archy of forms or essences that give structure to the world. This
hierarchy ends with Man whose existence has been endowed with a
meaning that emanates spontaneously from his nature. It makes
him the centre of and ultimate project of Creation. We are inca-
pable therefore of renouncing this because that would mean aban-
doning our privileged position and recognising in ourselves Random
Man, with the loss of meaning that it implies. This prospect is a
threat to our integrity and we seek to avoid it at all costs.

Five Arguments for a New Theory of Biological Individuation 13
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2
What is a Probabilistic Process?

SUMMARY. Probability, according to the subjective conception
of it, measures the degree of belief we have that certain events
will occur; according to the objective conception, it is the result
of intrinsic properties of the phenomena which are then pro-
duced with a certain degree of frequency. Probability is not,
however, incompatible with either causality or reproducibility.
In the mathematical theory of probabilities, there is no differ-
ence in nature between determinism and probabilism; deter-
minism is just the limiting case of probabilism when the
probability of an event is equal to 1. In contrast, for essential-
ism, the specific and the accidental belong to two levels of real-
ity that are qualitatively different. Countless errors related to
using probability arise from confusing it with the essentialist
concept of accident. If these two notions are differentiated, the
gap that separates an intrinsically probabilistic theory, such as
Darwinism, from a deterministic theory with noise, such as self-
organisation, can be understood. Darwinism fully implies the
modern meaning of probability and not the essentialist notion
of accident. As far as it is concerned, order is relative, depend-
ing on the relationship of the organism to the environment.
Self-organisation reduces what is random to the level of acci-
dent. In this case, order is absolute. It is inherent in the organ-
ism, and depends on the specific relationships between its
components.

Before envisaging a theory of biological organisation based on prob-
abilistic laws, it is necessary to accurately define the concept of a
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probabilistic process. This is necessary because, while calculation of
probabilities pervades all scientific fields, the nature of the process
is still very poorly understood. There are frequently confusions
related to using it, including in scientific papers. They come from
modes of essentialist thought which are contrary to modern scien-
tific practice. They consist in confusing notions of accident, contin-
gency and noise with the notion of probability.

2.1 There is no qualitative difference between determinism
and probabilism

We all have some idea of what differentiates a deterministic system
from a probabilistic system. We think we know with certainty that
certain phenomena are invariably repeated when the same cause is
activated. For example, if I let go of this pen I am holding in my
hand I have absolutely no doubt that it will fall, and that that is
what will happen every time I let it go in the future. This is an
event subject to determinism and I can say that the system gov-
erned by gravity, including myself holding the pen, and the ground,
is a deterministic system. We also know that the type of situation
that I have just described is not universal. There are other phe-
nomena for which there is no sole certain effect but which may have
several effects resulting from the same cause. The standard exam-
ple of this is the game of heads or tails. When I toss the coin there
are two possible results and I cannot say with certainty whether the
result will be heads or tails. This system is probabilistic. In addi-
tion, I do not need to be a great mathematician to know that each
of these two events has only a 50% chance (1 in 2 probability) of
occurring. I also know that probability is always between 0 and 1
and that the frequency of an event occurring when it is repeated
several times is all the greater the closer its probability is to 1.
When the probability is equal to 1, the event is always reproduced.
The difference between a deterministic system and a probabilistic
system is therefore connected with the value of probability. This
can be expressed quite simply: a deterministic system is a system
in which the probability of events occurring there is equal to 1,

16 The Origin of Individuals
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whereas in a probabilistic system several events are possible, each
having a probability between 0 and 1.

This apparent simplicity conceals enormous difficulties. I said
for example, “If I let go of this pen I am holding in my hand, I have
absolutely no doubt that it will fall and that that is what will hap-
pen every time I let it go in the future.” Such an affirmation poses
the problem of induction raised by David Hume (1711–1776). What
logic allows us to be certain that an event that is produced in cer-
tain conditions will necessarily be reproduced in the future? The
sun rose today as it does every day but that does not prove that it
will rise tomorrow. Yet science is constructed based on this type of
inductive reasoning whenever we formulate universal laws from par-
ticular experiences. Indeed, we seem to acquire such a high degree
of belief in the fact that the experience will repeat itself that it
attains a degree of absolute certainty. Probability would therefore
seem to be a measure of the degree of belief we have in certain
events occurring, in relation to our level of knowledge or ignorance
of these events. This is the subjective conception of probability first
proposed by Hume (1739) and developed subsequently by numer-
ous scientific philosophers in different forms.

However, there is another conception of probability, known as
objective or frequency probability. We are aware that certain phe-
nomena are produced with a certain constant frequency when the
same event is repeated a very great number of times, for example,
the coin falls tails up in 50% of cases. It really seems that it demon-
strates an intrinsic property which arises from the physical struc-
ture of the coin. According to the objective conception, probability
would seem to reflect this intrinsic property of the coin. It does not
here reflect our ignorance but is an objective property of the world.
Several philosophers have tried to present theories for this objective
existence of chance. For many authors, the two aspects of proba-
bility, subjective and objective, have always coexisted (Hacking, 1975;
Martin, in press). Debates on this question are fraught with diffi-
culties and are not the subject of this book. We shall simply state
that the objective existence of chance today seems to have been
affirmed by quantum physics and that Karl Popper (1902–1994)
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developed a totally probabilistic philosophy, according to which
randomness is an underlying factor in the world. He speaks of a
universe of propensities (Popper, 1992) and defines probability as
a disposition or propensity of the phenomena themselves. Such a
philosophy is in complete opposition to essentialism which main-
tains that things are determined by their essences (see this chapter,
§2.2.3). In developing the subject later, we shall merely define
deterministic and probabilistic systems in the usual way depending
on whether the probability of the events is equal to 1 (determinis-
tic) or between 0 and 1 (probabilistic). It is important to note that
in this framework defined by the theory of probabilities, there is
unity among natural phenomena, because there is no qualitative
difference between determinism and probabilism. Determinism is
the limiting case for probabilism when probability is equal to 1. 

2.2 Errors related to using probability

Opinions of the area covered by the idea of chance are often some-
what vague. The mathematical theory of probability appeared in
the 17th century but events subject to chance had already been
described through other concepts before that. Those earlier ways of
looking at things have not totally disappeared, and still cause ambi-
guities which are the source of errors that need to be eliminated
before analysing biological problems.

2.2.1 Probability does not deny causality

One of these errors is to believe that a probabilistic phenomenon,
often called indeterministic, does not have a cause. The example of
the game of heads or tails shows that this is false. There is indeed
a cause, tossing the coin, with two possible results. The word ‘cause’
means the conditions, in the widest sense, of the random event.
A genetic mutation is, for example, a random event. The frequency
of genes mutating is determined by the structure of the DNA and the
presence of mutagenic chemical agents. It varies depending on the
conditions in which the chromosomes find themselves. The probability

18 The Origin of Individuals
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of a phenomenon always depends on the physical and chemical con-
ditions for it to occur, and in this sense, one cannot speak of indeter-
minism here. Probability does not deny the causality of phenomena:
it just opens up to plurality the relationship between the cause and
effect, which is one-to-one in the context of determinism.

2.2.2 Probability is not incompatible
with reproducibility

Another very widespread error which must be avoided in a discus-
sion dealing with the mechanisms of embryogenesis consists in
believing that a probabilistic phenomenon is not reproducible
because it involves chance. On the contrary, the concept of proba-
bility expresses the existence of order and reproducibility where
there was thought to be none, before it was conceived.7 When
chance is rationally mastered by mathematics, predictions can be
made with a very great degree of accuracy by calculating probabil-
ity. This is commonly done nowadays in modelling numerous natu-
ral or economic processes.

We have already seen that the probability of an event is seen in
the frequency of its occurrence being stable when it is repeated a
very great number of times. To be precise, the definition of the
probability of an event X occurring is its frequency as the number
of experiments performed approaches infinity. In practice, if we
repeat an experiment involving random events a very great number
of times, each time we perform it the events occur with constant
frequency, ignoring minute negligible deviations. For example, if I
play heads or tails, the frequency of each of these events will always
be 50%. Probability thus expresses a stable structure of the world
which is not manifested by individual events but by populations of
events which are repeated a great many times. Unlike common
sense, probability expresses reproducibility where it is not immedi-
ately obvious. It indicates that the order of the world is not
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absolute but relative to the individual or population level in which
one is situated.

A random phenomenon is therefore statistically reproducible for
a population of events. This reproducibility is described using two
parameters, mean and variance. Everyone is familiar with the con-
cept of a mean. Variance is a measure of the variability of a vari-
able compared with its mean.

Figure 1 shows examples of distribution of a random variable
with different variances. In such distributions, if the variance is
very small, a phenomenon can seem to behave like a deterministic
phenomenon even though it is probabilistic. Indeed, each time it is
produced, the results, which are very close to the mean, seem iden-
tical. This is all the more true when the law of large numbers is
applied, if it is a phenomenon itself composed of a very great num-
ber of random events. The variance of a phenomenon composed of
a series of random events is in fact reduced as the number of events

20 The Origin of Individuals
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FIGURE 1. A random phenomenon is statistically reproducible. In a population, a
random variable describing a probabilistic phenomenon is distributed according to
a statistical distribution shown by the mean m of the variable in the population
and its variance v which shows its variability around this mean. d1, d 2 and d3 are
statistical distributions of this type and have different means and variances. Two
distributions may nevertheless have the same mean but different variances. This
would be the case with two classes where the mean of the grades obtained by the
pupils for their maths homework is 10. In one of the classes however, the grades
range from 2 to 18 while in the other they only range from 9 to 11. The variance
in the first class is greater than in the second. A probabilistic phenomenon with a
small variance, such as that shown by d3, may seem deterministic because each
time it occurs its variance is close to the same mean value.
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increases. This law can be understood easily without doing com-
plicated calculations.

Let us return to our game of heads or tails. We begin by doing
series of ten tosses. The theoretical frequency of heads or tails is
50%, but in practice we would not obtain that for each series of
ten tosses. In certain cases we may obtain, for example, seven tails
and three heads, which correspond to frequencies of 70% and 30%.
If we then do series of a million tosses, it is in this case impossible
to obtain 700 000 tails and 300 000 heads complying with the ear-
lier frequencies of 70% and 30%. Owing to the law of large num-
bers, the frequencies observed will be very close to 50%. The
number of deviations compared with this theoretical frequency will
even be so low that it can be ignored. When we repeat several
series of a million tosses, the result will then appear constant and
if we only have access to this overall global result without know-
ing the details of the experiment, random tossing for heads or tails,
we may think that the phenomenon is deterministic whereas it is
probabilistic. 

We will come back to this crucial problem in the next chapter.
Schrödinger drew very important consequences from this law of
large numbers which have profoundly marked molecular biology.

2.2.3 Probability, accident and contingency
are not synonymous

The word ‘accidental’ is often used in place of probabilistic. This is
an approximation which leads to misinterpretations. The major con-
tribution of calculating probabilities is to introduce rational control
of events subject to chance and include them in a scientific analysis.
In contrast, the concept of accident is of pre-scientific origin and
using it constitutes regression in reintroducing the irrational.

Philosophers and scientists have, since ancient times, recognised
the difference between deterministic and probabilistic phenomena,
but up to the 17th century the difference between the two was
believed to be qualitative. Only deterministic phenomena were con-
sidered accessible to science, which consisted, in the essentialism
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inherited from Aristotle8 (384–322 BC), in trying to define what
was constant either in living or non-living things. The characteris-
tics thus identified were called specific characteristics or differ-
ences. For example, man was defined as a reasonable animal. The
specific difference of ‘reasonableness’ set him apart from all other
animals and at the same time defined him. All the specific charac-
teristics of a thing corresponded to its essence (or nature) and
allowed it to be defined as a species. It must be understood, how-
ever, that it was not a question of simply classifying objects as we
do today. The essence acted like an inherent active ingredient
which determined every aspect of a thing because its aim was pre-
cisely to bring about the final cause. In the case of a living being,
it guided its embryonic development and its physiology. In the case
of a physical object, it caused its motion towards its natural place.9

In this essentialist framework, knowledge was therefore the knowl-
edge of essences. Individual characteristics which are not constant
from one being to another in the same species were qualified as
accidental. For example, among humans some men are tall while
others are small, but that does not change the fact that these indi-
viduals are human in nature. However, these innumerable acciden-
tal differences, which occur in addition to specific differences, were
not able to be the subject of any kind of scientific knowledge owing
to their erratic character and because they were not part of the
nature of beings. There was therefore a qualitative difference
between the specific (the natural or essential) and the accidental:
they belonged to two separate orders of reality.

As we have seen earlier, such a difference does not exist
between a deterministic system and a probabilistic system defined
by the mathematical theory of probability. This difference assumes
an essentialist mode of thought based on notions of specificity and

22 The Origin of Individuals
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9 The natural place was the place considered to correspond to the nature of the

object where it achieved the state of rest. A heavy object was thus set to move
downwards and a light object upwards.
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finality. An accident is something that escapes the final cause.10 To
understand how essentialism differs from the point of view of mod-
ern science, let us consider an example given by Aristotle. If it
rains often in winter, the essentialist will say that that complies
with the nature of winter. On the other hand, if one day it is hot,
he will say that that is accidental, i.e. not in the nature of winter
(Aristotle, Physics, II, 8, 199a). The fact that it can be hot one
day in winter is not nowadays considered contrary to a certain
nature of that season. We know that this event may occur with
some degree of probability, and that, because there is no essence
(nature) of winter, this probability will vary depending on the
particular geophysical parameters of the place in question. It will
be different in Norway from Morocco, at sea level from the top
of a mountain, in a polluted town from the countryside etc.
Ultimately the probability of it being hot near the equator in
winter may be higher than of it being hot at the North Pole in
summer.

The word ‘contingent’ is also used to describe a phenomenon
subject to chance, but its precise meaning is different. Contingent
means something that is not strictly necessary, which may or may
not be. All probabilistic events are indeed contingent but the
reverse is not true. Some unnecessary events may not be proba-
bilistic, particularly any action supposed to depend on divine
will. Since the power of God is supposed to be absolute and He has
complete freedom, His actions contain no element of necessity.
Contingency is sometimes used with this meaning. It has obviously
nothing in common with the scientific concept of probability.
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This is exactly what happened in the 17th century, marking the height of the sci-
entific revolution.
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2.2.4 Probability is not noise

The concept of noise is equally problematical. It is very frequently
confused with probability whereas its meaning is different and closer
to accident. Certain phenomena can be scrupulously described and
predicted by deterministic scientific laws, but when an experiment
is performed there is always a slight discrepancy between the pre-
diction and the observation. This discrepancy is called experimental
background noise. It is due to the fact that one can never perform
a perfect experiment: there is always inaccuracy in the measure-
ment, due to the apparatus used or some disturbance to the exper-
iment from an external factor. The experimental approach consists
of attempting to isolate the phenomena by getting as close as pos-
sible to perfection, but background noise can never be totally elim-
inated. Measurement is always within the framework of a margin of
statistical error. This noise relative to the theoretical result varies
randomly from one experiment to another but, if the phenomenon
studied is deterministic, it does not nevertheless transform it into a
probabilistic phenomenon. Whatever its quantitative importance,
there is always fluctuation which is added to the constant result.

A phenomenon subject to noise therefore has to be differenti-
ated from an intrinsically probabilistic phenomenon. These ideas
are at the heart of fundamental debates in biology. Recent experi-
mental results suggest that gene expression is a probabilistic phe-
nomenon. These results are however interpreted as noise by
numerous authors who think, despite everything, that cell function
is a fundamentally deterministic phenomenon and that there is no
reason to challenge the theory of genetic programming. On the con-
trary, if gene expression and cell function are intrinsically proba-
bilistic, that leads to a major upset in understanding biological
mechanisms and calls into question genetic determinism (see the
following chapters). 

To understand the difference between a deterministic mechanism
with noise and an intrinsically random mechanism we might con-
sider the example of a car which has to travel between two towns.
For a deterministic mechanism with noise, a constant speed is set

24 The Origin of Individuals
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that the car must maintain throughout the whole journey. If the
journey is travelled several times the car will cover the distance in a
constant time related to the speed set, affected by some greater or
lesser statistical variation depending on the driver, the car and the
conditions in which the journey is made (Fig. 2A). For example, on
a hill or when there is a violent gust of wind the car may adjust its
speed more or less easily depending on how powerful it is. The car’s
behaviour is deterministic but there are internal disturbances to the
system, related to its physical characteristics, and external ones due
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A : deterministic mechanism
      with noise

B : intrinsically probabilistic mechanism
     subjected to selection

variability before selection

variability after selection
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FIGURE 2. The difference between deterministic, probabilistic, and selective
mechanisms. The car travels the distance in a time t which varies between t 1 and t 2.
A: Even if the behaviour were deterministic, there is always inevitable variability
(dotted line) in this travel time which is added to a constant time (solid line).
B: In general, if the car adopts intrinsically probabilistic behaviour without a pre-
cisely set constant speed, the variability in its time to travel the distance will be
greater and will comply with a statistically different law. If this intrinsically proba-
bilistic behaviour is however, subjected to forced selection, the remaining variability
may be comparable to that of a deterministic mechanism. In this case, the two types
of mechanisms are difficult to distinguish, except by performing a more detailed
analysis.
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to the environment. The phenomenon is deterministic with noise.
For genetics, ontogenesis is this type of phenomenon. The generation
of a phenotype from a genotype is indeed considered a deterministic
phenomenon affected to some extent by noise. This noise, which
arises from variations in the internal molecular mechanisms and
interaction with the environment, disturbs the deterministic action
of the genes. It causes small differences between individuals which
increase the diversity of phenotypes. There are countless phenomena
of this kind in nature. When noise has negative effects it must be
limited or compensated in order not to destroy the phenomenon in
question, but it can also have positive effects by permitting a sys-
tem to change state. The standard example of this is the reaction-
diffusion mechanism analysed by Alan Turing (1912–1954).

In general, if a system in equilibrium is subjected to fluctuation,
it will return after a certain lapse of time to its initial state of
equilibrium or it will oscillate around this equilibrium with minor
fluctuations. A very simple case of this is that of local fluctuation
in the concentration of a solute in a solvent. On average, the con-
centration always remains the same. Turing demonstrated that in
certain cases it may be otherwise. If the system is more complex
and the relationships between its constituents permit, instead of
returning to the initial state after fluctuation, it will evolve towards
a different equilibrium. Turing suggested that such a reaction-
diffusion mechanism seemed to be the basis of morphogenesis in
living beings11 (Turing, 1952).

The principle of this mechanism is easy to understand. Take two
biochemical compounds, an activator (Ac) and an inhibitor (I ). Ac
activates its own synthesis and also that of I. I inhibits the synthe-
sis of Ac. Ac is diffused a great deal more slowly than I. Initially,
they are present along the axis of an embryo at a constant concen-
tration. This system is in equilibrium because in all respects the
activator effect of the molecules of Ac is compensated by the
inhibitor effect of the molecules of I (Fig. 3A). If, at a point k,
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11 Numerous analogous systems have been described today. They are known as
metastable (or multi-stationary) systems.
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fluctuation caused by Brownian agitation of the molecules increases
the concentration of Ac, its activator effect at this point becomes
greater than the inhibitor effect of I. If, in addition, this fluctuation
is sufficiently great, the system will not return to its initial state.
The autoactivator effect of Ac on its own synthesis is increased at
the same time as activation of the synthesis of I. The result is an
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FIGURE 3. The reaction-diffusion mechanism. A: The activator Ac (dotted line)
and the inhibitor I (solid line) are in equilibrium, in a homogeneous concentra-
tion in an embryo. B: This system is disturbed at a point k. The result is local
fluctuation of the concentrations of Ac and I. C: The disturbance of I is propa-
gated more quickly than that of Ac. D: Consequently, at certain points the
inhibitor effect of I becomes greater than the activator effect of Ac. This results
in reduction in the concentration of Ac. E: This effect increases until the system
reaches a new heterogeneous equilibrium.

b694_Chapter-02.qxd  12/16/2008  9:38 AM  Page 27



increase in the concentration of Ac and I at point k (Fig. 3B). But,
Ac and I diffuse in space: because I diffuses more quickly than Ac,
its concentration increases more rapidly to the right and left of k
(Fig. 3C). The inhibitor effect of I on the synthesis of Ac therefore
comes to dominate in these regions and, consequently, the con-
centration of Ac decreases while I continues to accumulate there
(Fig. 3D). This process continues until the system arrives at a new
state of equilibrium characterised by alternating peaks of concen-
trations of Ac and I (Fig. 3E). Therefore in the end the system
moves from a homogeneous to a heterogeneous state. According to
Turing, this concentration heterogeneity of Ac and I is the starting
point for morphological differentiation of the embryo, owing to the
local differences it implies in the properties of the system.

In this metastable system there is certainly a random event, the
fluctuation, which triggers the reaction-diffusion mechanism, but,
once it has been produced, the dynamics of the system are totally
deterministic. They depend on the specific relationships between
the constituents, Ac and I, and are defined by a system of equations
without a random variable. 

The concept of noise is also the basis for the theories of self-
organisation. These theories state that, as in reaction-diffusion
mechanisms, if the disturbances affecting a system exceed a certain
threshold, instead of returning to its state of equilibrium the sys-
tem will evolve towards another more complex state known as an
attractor state. New characteristics will then emerge which cause
qualitative changes. Those favouring these theories have suggested
several different mechanisms to account for these emergence phe-
nomena (see chapter 5).

To illustrate now the case of an intrinsically random mecha-
nism, let us return to the example of the car. It has to do the same
journey as the one demonstrating determinism with noise, but its
speed, instead of being constant, varies in a totally random fashion
all the time.12 If the journey is repeated several times, the car will
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12 The speed is continually determined randomly. In view of technological progress
it would be possible to construct such a crazy car.
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cover the distance in a time that varies in line with a statistical dis-
tribution (Fig. 2B). This is a case of an intrinsically random phe-
nomenon because the behaviour of the car is itself random. The
statistical variations are not the result of disturbances to a deter-
ministic mechanism. In addition, selection can be imposed on the
intrinsically probabilistic behaviour of the car. Only certain jour-
neys may be chosen, for example those made between two times
fixed in advance. That will restrict the distribution of the results
and it may even be that the remaining variability will be of the
same order of magnitude as that of a deterministic mechanism with
noise (Fig. 2B). Nevertheless, in this case the phenomenon remains
intrinsically probabilistic and the variability of the result is reduced
by the selection applied. This is a phenomenon that in concept is
analogous to natural selection, where the diversity of phenotypes
produced randomly by mutation is reduced by selection.

As everyone knows, the theory of natural selection is very
important in biology. It implies that if there were no selective con-
straints, all living forms would form but one continuum, in which no
form was distinguished from the others as a result of their contin-
uous variation (Fig. 4A). It is solely because of the action of envi-
ronmental selection that species can be separated one from the
other (Fig. 4B). Thus the order they represent is not intrinsic to
the organisms but is the result of their relationship to the environ-
ment. In addition, it is relative. If the selective constraint changes,
other species are selected (Fig. 4C). That explains why, although
all species have a common origin, they populate different ecosys-
tems. In contrast, in a deterministic mechanism with noise, such as
reaction-diffusion or self-organisation, the order only depends on
the specific relationships of the constituents which are intrinsic
to the organism. Order is therefore absolute and inherent in the
organisms. The random event is integrated into these theories
as noise, that is to say, as an accident that triggers the specific
reaction-diffusion or emergence phenomenon. 

It is important to differentiate deterministic mechanisms with
noise clearly from intrinsically probabilistic mechanisms. It is true
that superficially they resemble each other in calling on random
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events — but they are based on diametrically opposed theoretical
contexts.

There is enormous statistical variability in the physiological
phenomena which occur inside organisms. This has always been
interpreted as resulting from deterministic mechanisms with noise,
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FIGURE 4. The relativity of the order produced by natural selection. Living
beings are subject to small variations in each generation. There is therefore a high
correlation between their genealogical and structural proximity. A: If they were
entirely and only subject to this variability, each form would be imperceptibly dif-
ferent from its closest relative. All living beings would form a continuum. No
species would be created. B: To create a species the action of selection is needed
to eliminate or promote certain variants rather than others. C: Different variants
are selected and different species formed depending on the characteristics of this
selection, which change from one environment to another.
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whether considering genetics or self-organisation. If it were to be
found, on the contrary, to be the result of intrinsically random
mechanisms submitted to selective constraints, that would consti-
tute a major change in our understanding of the living beings.
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3
The Determinism of Molecular Biology

SUMMARY. In non-living physical systems, macroscopic order
arises from the probabilistic behaviour of atomic particles, the
variance of which is reduced to a negligible level by the law of
large numbers. In genetic determinism in contrast, biological
organisation arises from intrinsic molecular determinism. This
difference in nature between the laws of biology and those of
physics reflects a radical ontological separation between these
two disciplines. For physics, order is just a subjective approxi-
mation, while for molecular biology, it is real and objective.
This is why determinism in biology seems insurmountable.
Biological molecules escape Brownian motion because they are
highly ordered by the genetic information contained in the
DNA. This produces specific interactions between molecules,
allowing them to self-assemble and for the organism to be con-
structed through increasingly complex levels of organisation,
controlled by the genetic programme. For this theory to be valid,
however, it must be subjected to an imperative. Interactions
between biological molecules have to be unequivocal, or very
few in number, in order to exclude chance.

Since we entered the era of post-genomic biology, it is often claimed
that it has become essential for biologists to be interdisciplinary. In
fact, it is worthwhile to recall that interdisciplinary collaboration
has existed since the early days of molecular biology, which consists
of applying physical and chemical methods to biology. Physicists
have been at the forefront in this. The most well-known is probably
Francis Crick, the co-discoverer of the structure of DNA in 1953.
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The influence of other, less famous physicists has nevertheless been
even more important.

Molecular biology was initiated by a group of researchers led by
Max Delbrück (1906–1981). After working in the field of quantum
physics he sought to understand the molecular foundations of
heredity. To do this, he studied the multiplication of a bacterial
virus and received the Nobel Prize in 1969. Schrödinger, also a
physicist, played a major role in forming the concepts of molecular
biology. While he is indeed famous above all for his work in quan-
tum physics, he was also very interested in biology, which led to his
writing a little theoretical book entitled What is Life?, in which he
analysed the problems of biology in an original way, basing his
thoughts on certain key ideas that had been suggested by Max
Delbrück (Schrödinger, 1944). This book had an enormous influence
on the founders of molecular biology.

Michel Morange has already presented a detailed study of the
history of molecular biology highlighting its techniques and key
concepts (Morange, 1994). We are only interested here in briefly
reviewing some of these concepts, those that pose a problem for
understanding ontogenesis today in the light of the most recent
research results (chapter 4). Our starting point is Schrödinger’s
analysis.

3.1 Order from order 

In What is Life? Schrödinger considers the origin of order in bio-
logical systems and wonders whether the laws of physics can
account for it. The answer he produces is negative and he ends his
reflection by asserting that there is indeed a difference between the
laws of physics and those of biology.

He begins by explaining that “Physical laws rest on atomic sta-
tistics and are therefore only approximate” (WIL p.10). For, in fact:

“We know all atoms to perform all the time a completely disorderly
heat motion, which, so to speak, opposes itself to their orderly
behaviour and does not allow the events that happen between
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a small number of atoms to enrol themselves according to any
recognisable laws. Only in the co-operation of an enormously large
number of atoms do statistical laws begin to operate and control
the behaviour of these assemblies with an accuracy increasing as the
number of atoms involved increases. It is in that way that the
events acquire truly orderly features” (WIL p.10).

In other words, order in macroscopic physical systems13 arises
from molecular disorder. Atoms and individual molecules behave
randomly. If any order is produced it is solely due to the law of
large numbers,14 which reduces variability to a negligible level in the
immense populations of particles making up physical objects.
Schrödinger gives several examples of this general principle, the
most important of which, for biology, concerns Brownian motion
and diffusion.

Owing to thermal agitation, atoms and molecules are continu-
ally bumping into each other and moving about randomly, which
causes diffusion. This phenomenon can be described, despite the
probabilistic character of the movement of each individual atom, by
deterministic equations on the macroscopic scale. Indeed, if you put
a drop of a coloured product in a glass of water and then analyse
the concentration, you will find after a certain time that it is uni-
form throughout the glass. If the experiment is repeated in identi-
cal conditions, the phenomenon of diffusion will be repeated in
exactly the same way despite the random movement of each atom
of coloured product. This is due to the huge number of atoms
involved in this phenomenon. The variance is so small from one
experiment to another that in practice we only observe the mean
effect of all random individual movements (WIL pp. 14, 15).

The question then arises of whether order in biological systems
may proceed from such random dynamics, in which variability would
be eliminated in the same way through the law of large numbers.
Schrödinger accepts the very strong determinism postulated by the
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13 Those existing at our level of observation.
14 See previous chapter (Sec. 1.1.2)
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founders of genetics. In his opinion, living beings are totally con-
trolled by chromosomes. Although at that time DNA had not yet
been identified as the fundamental genetic material of heredity,15

Delbrück had already suggested that hereditary material might be
composed of an aperiodic crystal in which the order of atoms deter-
mined the properties of the genes.16 Schrödinger adopted this
hypothesis and suggested that chromosomes contain a virtual code
representing the organisms and the way in which they function: “It
is these chromosomes, (...) that contain in some kind of code-script
the entire pattern of the individual’s future development and of its
functioning in the mature state” (WIL p. 21). In his view, someone
able to decipher this code would be able to foresee the organism con-
cerned and fully understand how it functions. Could these organisa-
tional properties of chromosomes arise therefore from the random
behaviour of the atoms that make them up, as happens in physical
systems? Schrödinger asserted that this was impossible because they
are not numerous enough, and to consolidate this assertion he relied
on a calculation he performed using data available at the time.
Obviously his reasoning may seem perfunctory today, but he had no
idea of the mechanisms of protein synthesis with which we are now
familiar. He estimated that a gene was composed of at most a mil-
lion atoms, which is very few compared with the size of physical sys-
tems, and would not allow the law of large numbers to eliminate
variance in the behaviour of these atoms. As Schrödinger put it,
“That number is much too small (...) to entail an orderly and lawful
behaviour according to statistical physics” (WIL p. 30.) Consequently,
in contrast to physical systems, order must already be present in bio-
logical systems at the molecular level itself and must be responsible
for the unique properties of living beings:

“… we are here obviously faced with events whose regular and law-
ful unfolding is guided by a ‘mechanism’ entirely different from the
‘probability mechanism’ of physics. (…) Whether we find it aston-

36 The Origin of Individuals

15 In general it was thought to involve proteins.
16 As we know, this hypothesis was confirmed subsequently with the discovery

of the genetic code carried by the structure of DNA.
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ishing or whether we find it quite plausible that a small but highly
organized group of atoms be capable of acting in this manner, the
situation is unprecedented: it is unknown anywhere else except in
living matter” (WIL p. 79).

“Two ways of producing orderliness” have to be distinguished
therefore. Whilst physics is subject to a principle of “order from dis-
order”, biology is based on a principle of “order from order” (WIL
p. 80). Biological molecules escape Brownian motion. They are
guided by this order principle, i.e. the code contained in the chro-
mosomes that is now called genetic information.

This principle is at the centre of molecular biology and leads to
a radical ontological difference between physics and biology. In
physics, order is not an objective property of systems, but rather a
subjective approximation relative to the observer’s level. In biology
on the other hand, order is a true property of the organisms, inde-
pendent of the observer (Fig. 5). This conclusion is of the utmost
importance. It may seem a long way from experimental practice but
its consequences directly condition the development of biology. It
directly influences the way problems that are posed in biology
today are dealt with, because it implies that it is subject to insur-
mountable determinism.

3.2 Stereospecific self-assembly

To understand ontogenesis in the context of genetics and molecular
biology, we need to understand how the phenotype is produced from
the genotype. The problem comes up against a particular difficulty,
however. How can a representation of the organism which is coded
in the genome in the form of information be transformed into a real,
three-dimensional, phenotypic structure during embryonic develop-
ment? In other words, how can a virtual organism be materialised
and what is the physical process that allows such a transformation?

Schrödinger attempted to answer this question. In the final
pages of What is Life? he suggested that physical, totally deter-
ministic laws specific to biology must be at work in living beings.
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The principle of order from order must be based on these laws, and
it must be due to them that the living being functions with
extreme accuracy. Schrödinger made use of Descartes’ metaphor
for his own ends. He compared the mechanisms of the living being
with those of a clock (WIL pp. 81–85). In his view, genes would be
like physical matrices from which information would be propagated
into the cell by a series of mechanisms as accurate as the trans-
mission of movement inside a clock by cogwheels. It has not been
possible with subsequent development of molecular biology to elu-
cidate these physical laws specific to biology. However, the princi-
ple of order from order involving a molecular mechanism
eliminating chance has been maintained, and the idea of cogwheels

38 The Origin of Individuals

A: In physics: order from molecular disorder 
                            (effect of the law of large numbers)

B: In biology: order from molecular order
                           (effect of genetic information)

FIGURE 5. The ontological difference between physics and biology (according to
Schrödinger). A: In physics, order is a subjective approximation. The different
molecules are subject to heat motion. The order we see is due to the law of large
numbers which reduces the variability of phenomena owing to the huge number of
molecules involved and the conditions in which the phenomena occur. B: In biology,
on the other hand, order is objective. The molecules escape heat motion. They carry
information relating to the macroscopic living being (the genetic information).
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working a clock has remained in models for molecular biology with
the notion of stereospecificity.

Between 1950 and 1970, two series of work helped formulate a
theory explaining the construction of a phenotype from genetic
information. In the first instance, protein synthesis was elucidated,
with the discovery of the transcription of genes into RNA and the
translation of RNAs into proteins. In the very strong genetic deter-
minism which reigned at the time, this led to the ‘central dogma of
molecular biology’ enunciated by Francis Crick (1958), which
asserts that genetic information can only be transferred in one
direction, from the DNA to the proteins, with no possibility of it
being transferred back to the DNA. This therefore prevents the
organism from influencing the genome in any way and gives DNA
absolute power over biological processes. Secondly, the molecular
interactions involved in morphogenesis and the regulation of bio-
logical systems were analysed. The existence of a property of stere-
ospecificity17 was then advanced. The concept arises from the lock
and key model suggested by Fischer in the 19th century for defining
relationships between an enzyme and its substrate (Fischer, 1894).
It has been used in immunology to explain recognition by an anti-
body of its antigen. Then, as Jacques Monod (1910–1976) explained
in Chance and Necessity (1970), it has been generalised to all
molecular interactions, including those involved in morphogenesis,
cell signalling and the regulation of gene expression (CN pp. 61–64,
74–80, 82–93).

A protein is formed by the folding of the linear chain of amino
acids synthesised from its gene. In theory, this folding produces one
single three-dimensional structure for each protein. According to
the principle of stereospecificity, a protein would therefore have a
stable, ordered, three-dimensional structure which would strictly
determine how it functions and the possibilities it would have of
combining with other proteins (Wu, 1931; Mirsky and Pauling,
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17 Etymologically stereospecificity means ‘solid specificity’, i.e. specificity in the
material relationships between molecules. The concept of specificity itself comes
from Aristotle’s philosophy (see chapter 2, §2.2.3).

b694_Chapter-03.qxd  12/16/2008  9:39 AM  Page 39



1936). The first proteins that were studied between 1950 and 1960
indeed complied with this principle (Kendrew et al., 1958). From
these individual observations it was extrapolated that, in general,
biological molecules recognise each other owing to their shape and
their electrical charges, as do locks and keys. Each molecule pos-
sesses specific non-covalent linkage sites corresponding to the most
stable interactions with other molecules. A group of molecules
brought together would spontaneously form the most stable, ordered
structure possible, i.e. the one that maximises the number of spe-
cific linkages (Fig. 6). Such a process, called self-assembly, was put
forward in the first instance to explain the genesis of viral struc-
tures (Caspar and Klug, 1962), and was then generalised to all cell
structures (Bouck and Brown, 1976; Inoué, 1982).

As Jacques Monod said, in a process of stereospecific self-
assembly, “As in a crystal, the structure of the assembled molecules
itself constitutes the source of ‘information’ for the construction of
the whole. These epigenetic processes therefore consist essentially in
this: the overall scheme of a complex multimolecular edifice is con-
tained ‘ in posse’ in the structure of its constituent parts, but only
comes into actual existence through their assembly” (CN pp. 86–87).

In as far as the three-dimensional structure of proteins depends
on their linear sequence in amino acids, which depends in turn on
the nucleotide sequence of the DNA, according to this theory, onto-
genesis really is the transformation of the genetic information into a
material process, complying with the principle of order from order. 

However, there is a major point to note. For the spontaneous
self-assembly of a structure to be reproducible, the possible inter-
actions between molecules have to be unequivocal or very limited
in number, so as to avoid generating too many possible combina-
tions which would prevent the genesis of a unique ordered structure
(Kupiec, 1999). Caspar and Klug’s models of viral structures (1962)
help to illustrate this problem (Fig. 6B). A viral particle is pro-
duced by the self-assembly of identical proteins, complying with a
repeated basic motif. Each molecule, diagrammatically represented
by an irregular polygon, can only combine with another molecule
via identical binding sites, symbolised by the homologous sides of
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the polygons. If the molecules could also be bound by their other
sites, a combination of possible interactions would be created and
the spontaneous self-assembly of these molecules would no longer
produce a unique viral structure. Several forms would be possible,
each with a probability of being produced which would depend on
the combination possibilities and the frequency of interactions
between the molecules.

The Determinism of Molecular Biology 41

FIGURE 6. The principle of self-assembly. In order to create unique structures,
proteins must interact unequivocally. A: Example of a single protein that self-
assembles to form a viral or cell structure. AD, BE and CF are the only contacts
possible. B: Example of an icosahedral viral structure. The protein is symbolised
by an irregular polygon. No polygon can interact other than through an identical
side of another polygon. If these rules were not respected, ontogenesis would not
be possible because it would end in multiple structures formed at the whim of
molecular encounters. We are grateful to Donald Caspar, Aaron Klug and CSH
Press for permission to reproduce this figure (Caspar and Klug, 1962).
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If the molecules did not follow the unequivocal rules of associa-
tion, this problem would be even greater in the case of more com-
plex cell structures involving a much larger number of molecules.
The possibilities for combination would then be enormous and the
probability of forming a functional structure from among all those
which are possible would be very slight. Ontogenesis would no longer
be a deterministic but a probabilistic mechanism, which would obvi-
ously be contrary to genetic determinism.

The idea of stereospecificity therefore involves the unequivocal
character of molecular interactions. To form a complex structure,
biological molecules have to fit together excluding chance, like the
pieces of a puzzle. At this price, we can understand the mechanism
of genetic determinism. An organism is constructed gradually from
the stereospecific order of the molecules per organisation level,
depending on a series of causal determinations running from the
genome to the phenotype: 1) the proteins are synthesised from the
genes; 2) the proteins assemble stereospecifically to form cellular
organelles and cells; 3) due to the exchange of specific signals car-
ried by the proteins, the cells recognise each other and form tissues
and organs; 4) the process ends with the organism which was coded
in the genome being produced (see Fig. 11; CN pp. 93–94). Each of
these levels, called an ‘integron’ by François Jacob, is produced by
the integration of specific interactions of the lower level (Jacob,
1970). Owing to the ‘central dogma of molecular biology’, the
process occurs only in one direction, always from the genotype to
the phenotype. It is the genome therefore, that, according to this
consensus vision established in the 1960s, holds the power of organ-
isation. The genome is the cause of the phenotype in the strongest
sense of the term, carrying the coded representation of the organ-
ism, and determines the mechanisms of cell morphogenesis.

This theory helps in understanding the reasoning behind molec-
ular biology research efforts, which consist of systematically isolat-
ing genes and proteins and subsequently, sequencing the human
genome. Indeed, if all biological phenomena were supported by stereo-
specific interactions, it should be possible to characterise a protein
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involved in one of these phenomena and isolate other proteins that
interact with it; it should be possible to analyse, therefore, the cas-
cade of molecular interactions that determine it18 and thus be able to
fully explain it. From a protein, it should be possible to reconstitute
the entire causal chain underlying the phenomenon. This is why the
analysis of a biological process always starts by isolating a protein
(or the corresponding gene) implicated in that process. This theory
justifies the genome sequencing programme which should lead to
our acquiring every bit of information relating to these stereospe-
cific proteins and the organisms they produce.

3.3 Genetic programming and signalling

Stereospecificity is also a key concept for understanding how genetic
programming functions. Although this raises a great many prob-
lems, the genetic programme was conceived by analogy with a com-
puter program (Longo and Tendero, 2007). According to genetic
theory, cells differentiate because the different sets of genes which
are active in the various types of cells confer particular morpholog-
ical and functional properties on them (Morgan, 1934). To explain
this, it has been assumed that some genetic information controls
how the genome itself functions. There are said to be two types of
genes: structural genes encoding for the proteins directly involved
in the construction of cells or how they function, such as membrane
proteins or enzymes, and regulator genes, controlling the activity of
these structural genes. According to the theory of genetic program-
ming, the regulator genes are responsible for the differential expres-
sion of genes, because they code for the proteins which act as
signals to activate or inhibit the structural genes. Their own regu-
lation during cell differentiation corresponds to the genetic pro-
gramme of the organism. However, for this theory to be acceptable,
it is necessary to explain in concrete terms how these signals, which
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regulate gene activity, act. The work of Monod and Jacob on the
regulation of genes involved in lactose metabolism provided an
answer (Jacob and Monod, 1961).

When Escherichia coli bacteria grow in a medium without
lactose, the enzymes that allow it to be metabolised are not syn-
thesised. If lactose is added to the culture medium, their synthesis
increases greatly in less than two minutes. This regulation permit-
ting the bacterium to adapt very effectively to its environment
occurs directly at the level of gene activity.

Three structural genes code for the enzymes of lactose metabo-
lism. They are grouped together on a single portion of DNA called
the lactose operon (Fig. 7). A regulator gene i codes for a repressor
protein R which represses the activity of the three genes on the
operon. Regulation of this operon involves two other portions of
DNA, the operator o and the promoter p, situated upstream of
the lactose genes. R binds stereospecifically to the operator o or to
lactose, but these bonds are mutually exclusive. In the absence of
lactose (Fig. 7A), R fixes on o and the enzyme, RNA polymerase,
which transcribes the lactose genes, is prevented from passing
beyond the promoter p. In the presence of lactose (Fig. 7B), R binds
with it liberating the site o. Transcription of the genes can then
resume.

Other regulatory models have been described for Escherichia
coli. In some cases, the regulator protein is an activator that stim-
ulates gene activity. In all these models, however, very precise reg-
ulation which excludes chance is thought to be due to the property
of stereospecific recognition between the molecules. Because regula-
tor signals act according to an “all or nothing” rule, the genes are
either active or repressed. 

This regulation logic has been generalised since to the overall
way in which the genome functions in multicellular organisms
(Monod and Jacob, 1961). The differential activity of the genes in
the cell lineages of an organism has been explained by cascade reg-
ulation similar to that of the lactose operon. Indeed, in this model,
if one of the genes of an operon codes for a regulator protein capa-
ble of controlling the activity of other operons in the same genome,
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there is a relationship between the genes which ensures that their
activity is coordinated (Fig. 7C). Consequently, programmes relat-
ing to the overall activity of the genome can be explained by pro-
gressive complexification of the model, involving cascade regulation
of all the genes. How they function is based on the property of
stereospecificity owing to which regulator proteins act like cyber-
netic commands activating or repressing genes. In some cases, these
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regulator proteins could also leave the cell where they are synthe-
sised to enter other cells and exert their effect there. Coordinated
differentiation between several cell lines due to this intercellular
signalling could thus occur, explaining the global activity of all the
cells of an organism by networks of molecular interactions.

However, as with the case of morphogenesis by self-assembly,
for signalling and regulation of genetic expression to be effective it
is necessary for the underlying molecular interactions to obey the
rule of stereospecificity and for them not to generate any possibil-
ity of multiple combinations. If that were the case, several possible
responses would correspond to a given signal i.e. cell mechanisms
would no longer be deterministic. Molecular interactions must
therefore be as precise as cybernetic commands directing the liv-
ing being. As Monod says, it is “…the huge network of cybernetic
interconnections which makes each organism an autonomous func-
tional unit...” (CN p. 79).

For molecular biology, the organism is therefore still a deter-
ministic machine, though Descartes’ old clock has been replaced by
a computer.
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4
The Contradiction in Genetic

Determinism

SUMMARY. In contrast to theoretical predictions of genetic
determinism, experimental data obtained over the last forty
years show that interactions between biological molecules are
not specific and are immensely varied, with one molecule being
able to interact with a large number of partner molecules.
There are several causes for this phenomenon. The same amino
acid sequences corresponding to the binding sites between mol-
ecules are present in a great many different proteins, which pro-
duces a very large number of possible combinations of potential
interactions, increased even further by less powerful interac-
tions involving sequences said to be ‘degenerate’. However,
there is a more radical cause of non-specific interactions. It is
now known that many proteins do not have an ordered three-
dimensional structure necessary for producing specific interac-
tions. They can adopt a multiplicity of conformations permitting
a huge number of interactions, which generate different macro-
molecular structures or cascades of interactions. This directly
challenges the principle of order from order of genetic deter-
minism, according to which biological organisation is sup-
posed to arise from an underlying molecular order. All the
molecular cascades are interconnected one with another, and
simply mapping the networks they constitute cannot explain
the way a cell functions. Molecular networks must themselves
be subject to some kind of regulation which remains to be elu-
cidated. To solve this problem, biologists have inferred that the
overall structure of the cell restricts the combination of mole-
cules, but such an explanation is holistic. It comes down to

47

b694_Chapter-04.qxd  12/16/2008  10:28 AM  Page 47



asserting that, in contradiction with molecular biology and
genetic determinism, biological organisation does not arise from
the properties of molecules, but from cells as a whole.

A large amount of work has been done since the beginning of molec-
ular biology research to isolate stereospecific proteins. A great many
molecules have been characterised, such as the transcription factors
involved in regulating gene expression and the signals permitting the
transfer of information. These discoveries have resulted in major
progress, yet at the same time, a problem has arisen. When the
interactions of these proteins were analysed, instead of finding sin-
gle or a well-defined limited number of interactions, it came to light
that they do not exhibit the character of specificity expected, but on
the contrary, are conducive to a great variety of interactions. Many
proteins can interact with a large number, several tens, or even hun-
dreds, of partner molecules, generating an immense number of pos-
sible combinations. This is confirmed for the proteins implicated in
all biological phenomena and there are countless cases of molecular
non-specificity described in the literature. It is not our aim here to
carry out an exhaustive review, which would be impossible, but to
illustrate it using a few examples from the major areas of cell phys-
iology, concentrating on the signalling and regulation of gene expres-
sion. We will also analyse the causes of this non-specificity and its
consequences for a theory of biological organisation.

4.1 The non-specificity of biological molecules

4.1.1 Non-specificity in metabolism 

The precision of biological processes relies for the most part on the
precision of enzyme reactions, yet there are many examples of non-
specificity in this area. Non-mutated enzymes can act on many sub-
strates, which may be exogenous substrates, as in the case of human
carboxylesterase 1. This enzyme is known for metabolising heroin
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and cocaine but it acts on numerous other poisons such as sarin,
soman and tabun as well (Bencharit et al., 2003). 

The multiple substrates of an enzyme are often also endogenous
substrates produced by cell metabolism in prokaryotes and eukary-
otes. This subject has already undergone analytical review (D’Ari and
Casadesus, 1998). We shall only mention a few of the elements here
as examples. In some cases the different activities of an enzyme are
useful to the cell, for example isoleucine and valine are synthesised by
the same enzymes, and, similarly, four transaminases which have
crossed specificities catalyse the formation of seven amino acids. But
in other cases multiple reactions do not seem to be useful to the cell.
One example is the oxygenase activity of the enzyme rubisco, which
wastes oxygen during oxidative hydrolysis of ribulose diphosphate.

4.1.2 Non-specificity in the immune reaction

The antigen-antibody reaction was considered as the perfect model
of specific interaction, permitting the immune system to effectively
resist infection or contamination. But this dogma has now been
demolished. The antibodies produced against a particular antigen
exhibit cross-reactions with other antigens. This non-specificity is
due to the flexibility of the antibody binding domains (Manivel
et al., 2000; Mundorff et al., 2000; Garcia et al., 1998). Cross-reac-
tions have been observed, among other things, between ovalbumin,
bovine gamma globulin and bovine serum albumin antibodies
(Sperling et al., 1983) and between butyrophilin and myelin anti-
bodies (Guggenmos et al., 2004). In the same way, antibodies
against either (4-hydroxy-3-nitrophenyl)acetyl, p-azophenylarson-
ate or a synthetic peptide react equally with a multitude of ligands
present in banks of random peptides19 (Manivel et al., 2002).
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Non-specificity in cellular immunity has also been demonstrated
on countless occasions. The receptor carried by a T-lymphocyte is
capable of recognising antigens different from the one that induced
the immune reaction (Amrani et al., 2001; Hausmann et al., 1999;
Dutoit et al., 2002).

4.1.3 Non-specificity in cell signalling

Cells receive various signals from their environment. In bacteria,
chemotactic signals indicate a source of food or danger, while in
multicellular organisms, signals encourage the multiplication or dif-
ferentiation of cells. In these signalling processes, the first step gen-
erally involves the binding of the signal carried by an extracellular
chemical ligand with the extracellular domain of a receptor mole-
cule located in the cell membrane. This binding activates the intra-
cellular domain of the receptor which then triggers a cascade of
molecular interactions inside the cell, transducing the signal (Fig. 8).
The crossed reactions between antigens and T-lymphocyte recep-
tors that we mentioned in the previous section are not exceptional.
Although the cells have to respond precisely to the signals they
received, non-specificity affects the receptor binding to its extracel-
lular ligand just as much as it affects the reactions that transduce
the signal within the cell.

For example, the bacterium Escherichia coli uses only four recep-
tors to respond to pH, temperature, and about 50 chemical sub-
stances (Bray, 2003; Ames et al., 2002). In the case of the mammalian
epithelial growth factor receptor, at least six different ligands have
been identified (Schweitzer and Shilo, 1997; Carpenter, 2000). In the
same way, chemokines are involved in thymocyte migration and other
cellular functions, particularly the production of blood cells, with
more than 50 chemokines having been identified for only 16 recep-
tors. Each of the 50 chemokines can interact with one or more of
these 16 receptors and, conversely, each receptor can interact with
several chemokines (Broxmeyer and Kim, 1999; Fu and Chen, 2004).

The situation is similar as regards intracellular reactions involv-
ing receptors and the interaction cascades they induce in the cells.
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They frequently bring into play kinases or phosphatases which
recognise their substrate by very short amino acid sequences pres-
ent in many proteins. This is the case, for example, with tyrosine
kinase receptors. Initially, using classic biochemical methods, eight
proteins that could bind with two different receptors were described
(Kazlauskas, 1994), but these data underestimated the situation.
Although they have not been precisely counted, a very large number
of potential partner molecules has since been discovered (Hunter,
2000; Castagnoli et al., 2004).

Transduction of the signal often ends with nuclear proteins
which activate or repress certain genes, and countless molecular
interactions occur here, too. The nuclear receptors of oestrogen hor-
mones respond to signals from xenoestrogens or from growth fac-
tors. In addition they interact with at least 25 proteins involved in
a variety of cell functions (Moggs and Orphanides, 2001).

4.1.4 Non-specificity in the control of gene expression

The interactions between chromatin proteins which control gene
expression and their binding sequences in DNA are also non-specific.
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within the cell, terminating in a specific response X, for example, activation of one
or more genes.
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These sequences are only six to twenty nucleotides long, and numer-
ous copies of them are present in the genome, such that many inter-
actions may occur.

Hox genes are an illustration of this situation as they determine
several stages of embryonic development. The transcription factors
they encode activate numerous genes implicated in differentiation in
the early embryo stage or in the limbs of vertebrates and insects.
These proteins do not however show any specificity in their binding
to DNA. The sequences they recognise are only six nucleotides long
and are therefore very frequent in the genome (Gehring et al., 1994).
As a result of this, they are capable of binding with any gene20

in vitro whereas they only bind with a limited number of genes
in vivo (Carr and Biggin, 1999; Biggin, 2001).

In weaker interactions transcription factors also recognise what
are called ‘degenerate’ sequences, which only differ from the
sequences of maximum affinity by one or more nucleotides. These
degenerate sequences are also repeated many times in the genomes
of multicellular organisms, thus increasing the possibilities of inter-
action (Zhang et al., 2006; Bendall et al., 1993). 

There are even more spectacular examples. MeCp2 represses the
activity of the genes recognising the methylated CG dinucleotide.
This target is present 40 million times in a mammalian genome
whereas there are only a million MeCp2 molecules (Nan et al., 1997).

Thus, as with protein-protein interactions for signal transduc-
tion, there is a huge number of potential protein-DNA interactions.

4.1.5 Overall non-specificity of protein networks

The previous examples of non-specificity were obtained from
studying individual proteins. If each stage in every domain of cell
physiology is subject to similar multiplicity, the total number of
combinations of possible interactions for a whole cell must be enor-
mous. This has now been verified experimentally. Networks of inter-
actions between proteins have indeed been studied globally in
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several organisms such as yeast, Drosophila and humans and all the
interactions which may occur in a cell have thus been mapped
(Bork et al., 2004). These large scale proteome studies are not yet
absolutely complete but the results they have already provided are
significant. Protein interaction networks are constructed around a
central hub where connection density is the strongest. This area is
composed of proteins which can bind to approximately a hundred
other partners and constitute about 10% of the network. Their
number is therefore in the order of 103. The connectivity of other
proteins located on the periphery of the network is much lower, but,
overall, the average connectivity of proteins over the whole of the
network is between five and ten. These data suggest that all pro-
tein interaction pathways implicated in metabolism, signalling or
gene transcription are potentially interconnected, with a very great
number of contact points (Barabasi and Oltvai, 2004; Albert, 2005).

These wide-ranging studies confirm the results obtained from
those restricted to particular proteins, and demonstrate that an
immense number of combinations of potential molecular interac-
tions must exist in cells. Indeed, the play of multiple interactions
very rapidly provokes a ‘combinatorial explosion’. In his book The
Music of Life, Denis Noble estimated the number of potential inter-
actions between the 25000 genes of a mammalian genome and
reached similar conclusions (Noble, 2006). To give an idea, let us do
a very simple calculation and consider a cascade of 20 sequential
protein interactions. The first protein can interact with one of seven
other proteins (first interaction), each of these seven potential pro-
teins can in turn interact with one of seven others (second interac-
tion), each of the 49 proteins of the second interaction can in turn
interact with one of seven other proteins (third interaction), and so
on up to the 20th interaction. The number of possible combinations
for producing this cascade of 20 interactions is in the order of 1017.
In comparison, one must remember that in a mammal the number
of cell types is in the order of 102 and the total number of cells,
around 1012. One should also keep in mind here that this is only a
rough calculation leading to an underestimate. Obviously there are
more than 20 interactions in a cell!
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4.2 The causes of molecular non-specificity 

The principle of stereospecificity, on which genetic determinism is
based, which implies that relationships between biological molecules
are unequivocal, or very limited in number, does not therefore com-
ply with experimental evidence. Biological molecules are capable of
multiple interactions and the number of combinations for them in
one cell is enormous. We have described the non-specificity of pro-
teins. About ten years ago, the role of ‘interfering’ RNAs in regu-
latory processes was revealed, but in Richard Burian’s analysis their
action is subject to the same problem as experienced by proteins.
Their interactions are not specific and generate a huge number of
combination possibilities (Burian, 2008).

The ontogenesis of a single living structure cannot therefore be
the result of a process of self-assembly bringing only molecular
affinities into play, because several structures are possible due to
this number of combinations. Other factors evidently have to come
into effect so that the number of combinations is limited. Before
analysing this problem in the face of genetic determinism, and
envisaging its theoretical consequences, we must discuss the causes
of molecular non-specificity. We will see that they directly contra-
dict the principle of order from order, i.e. the idea that there is a
biological order intrinsic to the living organism which is carried by
proteins.

4.2.1 The multiplicity of interaction domains

Proteins interact via interaction domains, which are structural
motifs, corresponding in general to sequences that are 40 to 150
amino acids long (Hunter, 2000). There are a great number of these
domains corresponding to the different amino acid sequences. One
cause of non-specificity comes from the fact that the same domain
may be carried by many proteins.21 The sequence coding for the
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domain called SH2 allowing phosphotyrosine binding is present
115 times in the human genome, while the sequence of domain SH3
of the tyrosine kinase CsK is present 253 times (Pawson and Nash,
2003). In addition, these repeated domains often recognise very
short binding sequences which are only four to ten amino acids long.
For this reason these sequences are themselves present in a large
number of proteins, which are just as many potential molecular
partners. The domain SH3 thus recognises the amino acid sequence
P-X-X-P.22 Countless other interaction domains favourable to such
combinations have been identified (Castagnoli et al., 2004).

4.2.2 The plasticity of interaction sites

Another reason for molecular non-specificity puts paid to the idea
we have of there being one molecular interaction between two well-
defined entities. Not only are the same interaction domains present
in many proteins, but a single protein domain can bind to different
ligands. The domain of SMAD proteins called MH2 provides an
example. These proteins are used in transducing signals between
the cell membrane and the nucleus, where they modulate the activ-
ity of several genes. During this transfer their MH2 domain inter-
acts with many partners carrying different binding sequences
(Pawson and Nash, 2003). This phenomenon causes the number of
combinations of possible interactions to be multiplied and challenges
the static view of stereospecificity. Indeed, for a single domain the
possible ligands can be very different, in form, size and amino acid
composition. The number of arguments indicating that this phe-
nomenon is due to a protein interaction site not being a static entity,
but a dynamic one, is growing. Its three-dimensional structure is
not rigid but flexible. It constantly changes its configuration. A pro-
tein in solution would in reality be a population composed of a mix-
ture of several conformations in dynamic equilibrium, each with a
particular potential ‘specificity’. Structures deduced by crystalli-
sation are in fact only frozen images which eliminate this diversity
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of conformation. Seen from this perspective, it is not the pre-exist-
ing structure of the protein which determines its future interactions
but the ligand, which stabilises one of these conformations and
alters the equilibrium of the population (Ma et al., 2002).

4.2.3 Molecular disorder

There is an even more radical cause of molecular non-specificity. We
have already emphasised the fact that molecular biology is based on
the idea that proteins have a well-defined three-dimensional struc-
ture, and that macroscopic biological organisation arises from this
microscopic order. This dogma has now been demolished. It has
been shown that a large fraction of proteomes correspond to pro-
teins which contain intrinsically disordered regions, incapable of
generating secondary and therefore stable, three-dimensional struc-
tures by themselves. The disordered regions comprise in general
more than half of each of these proteins and often their entirety.
They are not of secondary importance. On the contrary, proteins
only acquire a functional structure when the disordered regions are
stabilized by interaction with another molecule. Owing to their
great plasticity, they can interact with a large number of partners
adopting a different configuration and function in each case (Wright
and Dyson, 1999; Dunker and Obradovic, 2001; Dyson and Wright,
2005; Dunker et al., 2005). For example, HMGA is a nuclear pro-
tein which is intrinsically totally disordered. It has an important
role in structuring chromosomes and chromatin, and in the tran-
scription of at least 45 genes. To perform this role it interacts with
the chromosomal structures, the nucleosomes, and with at least 18
different transcription factors. In each case interaction with a
different partner confers on it a particular functional structure.
Another well-known example involving a fundamental biological
function is protein p21 which is known for its essential role in the
cell cycle. It inhibits a variety of molecular (cyclin-Cdk) complexes
thanks to variable conformations stabilised by the interactions. These
are not isolated cases. Today, we know of hundreds of proteins
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that can modify their structure and function through such a struc-
tural interaction mechanism. In very many instances, these interac-
tions seem to be determined only by the probability of encounters
between partner proteins (Beckett, 2004). Their amino acid com-
position, hydrophobic nature and electrical charge give disordered
proteins a characteristic signature which really differentiates them
from structured proteins. It is possible, with appropriate algo-
rithms, to analyse entire genomes or banks of protein sequences and
determine the proportion representing disordered proteins, and we
have thus been able to measure the overall involvement of disor-
dered proteins in various cell functions. They make up 36% to 63%
of genomes in eukaryotes but only 7% to 33% in prokaryotes and
archaebacteria. Protein disorder is therefore positively correlated
with multicellularity (Dunker et al., 2000). It is also significantly
increased in signalling proteins and those implicated in cancer
(Iakoucheva et al., 2002), in transcription factors (Liu et al., 2006),
and in the “hub proteins” of protein networks (Haynes et al., 2006).
These studies demonstrate that protein disorder is not a marginal
phenomenon: it is surprisingly present even in cell signalling and
gene transcription.

We have to acknowledge, therefore, that the existence of these
proteins radically challenges the conventional idea we have of the
relationship between a gene and the structure and function of a pro-
tein. Their structure does not depend in a deterministic way on
their sequence coded in the DNA, but on their encounters within the
cell. Their structure and function are not therefore written,
pre-existing and unalterable, in the genome, but are produced by
cellular processes in real time. Now, it is not possible to envisage
genetic programming as precisely determining intermolecular
encounters. Certain data even strongly suggest that a certain ran-
domness inevitably comes into play here. In an extreme case, the
same intermolecular encounter can produce different effects because
the two partner molecules may interact in a variety of ways induc-
ing different conformations and functions. The choice between these
options seems then, to be probabilistic (Haarmann et al., 2003).
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4.2.4 Specificity is not an experimental concept

Finally, there is an epistemological problem related to using stereo-
specificity as a concept. Proteins cannot be specific quite simply
because the concept is not relevant for describing experimental real-
ity (Kupiec, 1999). It automatically imposes an arbitrary order on
the way we look at the natural world, even if this order does not
actually exist. It is a qualitative notion, in fact, whereas in practice
we analyse molecular interactions with quantitative parameters.
Specificity follows the ‘all or nothing’ rule and according to the way
of thinking it imposes, two molecules either are or are not specific
to each other. Reality does not however comply with this
Aristotelian logic and its ordered way of dividing up the world in a
discontinuous manner. A molecular interaction is measured by the
equilibrium constants for the complex that the molecules form, no
interaction being absolutely stable. What is measured is the longer
or shorter average life span of the complex between two dissociation
events. The greater the affinity, the more stable the complex will be
and the longer its average life. A given molecule can always inter-
act with many partners, with stronger or weaker variable affinities.
The experimenter is obliged, owing to this continuous, quantitative
character of molecular affinities, to set a threshold below which he
will consider the interaction as non-specific, but that does not mean
that weak interactions do not exist or that they do not occur in the
organism.

This approach is subjective, and leads to a bias in our appreci-
ation of reality and to a contradiction. Nothing gives us leave to
declare a priori that a weak interaction has no biological effect. It
may even be that a weak interaction repeated often would have
more biological effects than a strong interaction that occurs rarely.
Even if weak interactions do not have direct physiological conse-
quences, the simple fact that they occur means that they come into
competition with strong interactions and affect their kinetics. They
therefore also contribute to determining the state of a biological
system. Despite this, we always operate arbitrary selection, which
leaves weak interactions to one side.
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It is possible, to be sure that an interaction is really relevant,
to confirm that it occurs in vivo in its original cellular context, so
as to leave aside interactions which are only detected in vitro
(Krause et al., 2004). This strategy is also biased. We are no longer
measuring the intrinsic capacity of the protein to form bonds due
to its physical structure but rather the bonds that occur in a par-
ticular context. Other factors present in the cell, such as molecular
cofactors or the structure of the cell, always influence the spectrum
of bonds detected in vivo, by promoting some interactions and
forbidding others.

The concept of specificity therefore leads to underestimating
the physical interaction possibilities of biological molecules because
it does not encompass the quantitative and continuous aspects of
this phenomenon.

4.3 The consequence of molecular non-specificity:
Return to holism

4.3.1 The network won’t work

We thought we could explain mechanisms of regulation by linear
cascades of clearly defined molecular interactions, but molecular
non-specificity makes them a lot more difficult to understand. We
come up against the fact that interaction cascades are intercon-
nected one with another. Two specific examples illustrate this
problem.

The first shows how a signal can activate several different cas-
cades which diverge. The Ras protein plays a major role in con-
trolling cell multiplication and also influences other processes such
as differentiation and apoptosis. It acts as a relay in the transfer of
various extracellular signals such as growth factors, cytokines and
hormones. A linear interaction cascade was first characterised which,
from the cell membrane to the nucleus, successively involved
the protein Raf and a series of kinases, ending in activating the
transcription factor, Elk-1. The causal chain explaining the role of
Ras in cell multiplication was believed to have been elucidated.
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This simple succession of events became complicated, however,
when it was discovered that Ras did not solely interact with Raf
but with at least eight other effectors involved in several cascades
activating many transcription factors. Because of these multiple
activations, the Ras protein has pleiotropic effects, and its action
on cell multiplication is a much more complicated process which
must depend on precise equilibrium between all these effects
(Campbell et al., 1998). It has to be acknowledged, therefore, that
the initial explanation is no longer adequate, and a new, very diffi-
cult question arises from this example: if cell functions depend on
equilibrium between the activity of several signalling pathways, how
is this equilibrium controlled differentially and specifically in the
different types of cell in order for them not to perform the same
functions? We have to depart, in fact, from the initial theoretical
context based on specificity. The necessity for this can be demon-
strated with a little simple calculation. Let us take the one we did
in section 4.1.5 of this chapter, but instead of considering a cascade
of 20 interactions produced in an overall cell network, let us simply
take a cascade of four interactions, which would describe a sig-
nalling pathway from the initial protein signal to its target. This is
a sensible size of cascade for doing our calculation although in cer-
tain cases real cascades may be longer. At each step in the cascade,
there are again seven interaction possibilities with different proteins
for each protein. In this case, the combination possibilities are such
that the signal may activate (or repress) 2401 different targets. If
there is one more step in the cascade, this number rises to 16 807.
If the cascade involves six interactions, which is still a reasonable
number in view of the size of actual cascades, we are faced with
117 649 potential interactions. How, from the point of view of deter-
ministic functioning based on stereospecificity, is the signal going to
be directed to its specific target among these thousands of poten-
tial interactions? One answer is to say that there is a set of molec-
ular targets for each signal and that this set is what is specific to
the signal. Yet this answer does not hold water either. Let us go
back to our calculation. In a mammal there are about 250 different
types of cells. According to the theory of genetic programming, at

60 The Origin of Individuals

b694_Chapter-04.qxd  12/16/2008  10:28 AM  Page 60



least one signal corresponding to the induction of each of these cell
types is required. However, cells must also be subject to a vast
number of signals corresponding to other cell functions such as mul-
tiplication and apoptosis, or physiological functions controlled by
hormones. We might therefore estimate that the minimum number
of specific signals necessary in a mammal is 1000, and there again,
this is still a considerable underestimate. Even if this were the case
however, if these 1000 signals each activate a cascade of four inter-
actions, that means that they must activate a total of 1000 × 2401 =
2.4 × 106 specific targets. Now we know that in one cell there are
about 104 genes corresponding to roughly the same number of pro-
teins. In terms of specific regulation, we once again come up
against impossibility. Far too many specific targets are necessary
in relation to the possibilities offered by one cell. Some signalling
pathways are bound to be used by several signals. The second
example of interconnected interaction cascades shows that this is
indeed the case. 

There are indeed relatively few signalling pathways in a cell,
compared with the enormous number of signals that the cell can
receive and situations with which it is confronted. Because of the
multiplicity of molecular interactions, a single cascade of signals can
produce different effects. The same pathways are used by different
signals for transporting their information and achieving responses
appropriate for the cell. The yeast Sacharomyces cerevisae uses
three kinases, Fus3, Hog1 and Kss1 to respond to the sex
pheromone, to osmotic pressure and to induce filament growth. The
three pathways which activate these kinases share several portions
made of the same proteins and yet, depending on which signal it is
that activates them, only one of the three responses is produced
(Schwartz and Madhani, 2004).

However, this once again raises the question of the specificity of
the signal. The problem can be simply represented in a diagram.
Three signals A, B, C converge to use the same signalling pathway
in a non-specific manner, then diverge and induce three specific
responses A′, B′, C′, respectively (Fig. 9). Why does each signal
induce a unique response instead of the three responses possible?

The Contradiction in Genetic Determinism 61

b694_Chapter-04.qxd  12/16/2008  10:28 AM  Page 61



We could easily generalise these examples and show that the
same question arises for the regulation of gene expression. How
can genetic programming work if the interactions between the reg-
ulator proteins and their target sequences in the DNA are not
specific?

Systematic study of proteomes has shown that all the signalling
pathways of a cell are interconnected (see this chapter, §4.1.4).
When the molecular complexes of a cell are isolated and analysed,
at least 37% of the proteins are found in several complexes per-
forming different functions (Krause et al., 2004). This is therefore a
general problem in the way cell networks function. How can a par-
ticular signal induce a specific response instead of activating all the
functions of the cell and causing all the effects possible to be scram-
bled? How does the cell function in these conditions? It is usually
suggested that the functioning of molecular networks is itself
subject to spatial and temporal dynamics, and therefore the same
parts of a network would not be activated at the same time at a
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specific signals

A B C

C'B'A'

part common to the three
signalling pathways

specific responses

FIGURE 9. The problem of the specificity of the signal. Three signals A, B and C
activate three responses in a cell, A′, B′ and C′ respectively. Yet they use in part
a single signalling pathway. How is the specificity of these signals maintained?
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different point in the cell, so that specific responses are thus gener-
ated (Kitano, 2002; Levchenko, 2003; Prill et al., 2005). Before
describing the mechanisms alleged to control the activity of the
networks, the following must be stated. Under the principle pro-
pounded by genetic determinism of order from order, the regulation
and macroscopic organisation of biological systems is supposed to be
explained by the structure of the protein networks, itself resulting
from molecular stereospecificity and genetic information. This is
however not the case. Regulation of the networks themselves must
now be put forward to explain their specificity.

4.3.2 Negating the principle of order from order

The mechanisms put forward to explain how a molecular network
generates specific behaviour despite the non-specificity of the pro-
teins which compose it have been the subject of in-depth descrip-
tions (Dumont et al., 2002; Schwartz and Madhani, 2004; Komarova
et al., 2005). We shall look at the essential points here. We shall see
that these mechanisms, unanimously accepted by molecular biolo-
gists, reintroduce holism, yet this absolutely contradicts the princi-
ples of genetic determinism.

The sequestration of proteins consists of limiting contact between
proteins, in order to prevent certain interactions from occurring and
only let those that occur exert a supposed specific effect. It is itself
the result of several mutually non-exclusive mechanisms.

— Spatial compartmentalisation: proteins are not uniformly dis-
tributed in a cell. They are preferentially located in certain com-
partments such as the nucleus, the cytoplasm, the membranes or
other organelles. Compartmentalisation therefore prevents interac-
tions between physically separated molecules.

— Temporal separation: some proteins are not present at the same
time at the same place in the cell because they are not expressed
with the same kinetics. Their interacting is thus avoided.

— Micro-compartmentalisation: there exist proteins called ‘scaffold’
proteins which bind to the various proteins of a single signalling
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pathway. The latter are then compelled to react with each other
because of their proximity. The signalling pathway is thus prefer-
entially activated.

Signal transduction via a combination of intracellular pathways
is another mechanism conferring specificity. Two signals share a
mutual pathway but at the same time they each activate other dif-
ferent pathways. In this case, specificity is conferred by the combi-
nation of different pathways activated by each signal. In the same
way, in gene expression it is the combinations of transcription fac-
tors which appear to ensure regulation.

Crossed inhibition may equally restrict the effects of molecular
non-specificity, with an element unique to one of the two pathways
possibly inhibiting an element unique to the other, even though
they have elements in common. From the moment there is an
imbalance in favour of one of the two pathways, for example owing
to the presence of a scaffold protein, this pathway will totally
inhibit the other.

Finally, the intensity of the signal could also play a part.
Depending whether a pathway is activated by one signal or another,
the magnitude and period of activation of a single intracellular path-
way could be different and thus end in producing different effects.

All these mechanisms are supported by solid experimental data
which explain how appropriate regulation occurs despite molecular
non-specificity. 

However, there is no denying that this shakes genetic determin-
ism to the roots and that we have arrived at a contradiction.
Indeed, for all the suggested mechanisms to be effective, it has to
be assumed that cellular organisation and a state of macroscopic
differentiation already exists to ensure compartmentalisation and
the very precise expression of certain proteins. It is this differenti-
ated state, specific to one cell, which must explain why certain
molecular interactions occur specifically in this cell and not in oth-
ers. Yet in genetic determinism, the macroscopic state of a cell is
precisely what the molecular interactions are supposed to determine
(Fig. 10) and what a theory of ontogenesis must explain. We also
arrive at the idea that the effect of a signal does not depend on its
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intrinsic molecular nature but on the global state of the cell, which
permits it to propagate along a specific pathway (Dumont et al.,
2002). Although this is very surprising in the context of the reduc-
tionist paradigm, this view is furthermore confirmed by a spec-
tacular experiment analysed by Soto and Sonnenschein (2006).
Erythropoietin (EPO) and prolactin receptors activate transduc-
tion pathways that have several proteins in common. If the normal
EPO receptor is replaced in erythroid cells by a prolactin receptor,
these cells differentiate into red blood cells when they are stimu-
lated by prolactin (Socolovsky et al., 1998). Prolactin therefore
induces the signal normally provided by EPO. This hormone does
not normally play any part in red blood cell differentiation, however.
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macroscopic structure (phenotype)

  proteins
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macroscopic structure (phenotype)

the macroscopic state determines the
specific protein interactions

proteins

genes

FIGURE 10. The contradiction in genetic determinism. A: According to genetic
determinism, protein interactions determine the macroscopic state of cells (their
phenotype). B: It is this macroscopic state which forces the proteins to behave in
a specific way. Organization arises therefore from the phenotype (from the global
structure) and not from the genes (from the genotype) and proteins. This com-
pletely upsets the founding premise of genetics! 
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In this experiment, it was the state of the erythroid cell which
determined the effect of the hormonal stimulation and not the
molecular nature of the hormone.

The study of molecular interactions has therefore completely
upset the causal explanation which contradicts the genetic deter-
minism principle of order from order. We are faced with a paradox:
the macroscopic characteristics of cells are what determine their
organisation and properties at molecular level, not the reverse!
Geneticists introduced the genotype/phenotype dichotomy postu-
lating that the genotype determines the phenotype. It has now
become necessary to evoke the phenotype to explain the action of
the genotype (Kupiec, 2001).

Although all this work was performed by biologists working
under the reductionist paradigm, holism, which denies the basic
foundations of molecular biology, is back with a vengeance. For the
latter to stay theoretically consistent, this contradiction has to be
resolved. As the experimental facts indicate, we need a theory inte-
grating the influence of macroscopic structures. Holism has for a
long time been pushing the importance of this level of organisation
to the fore. In the next chapter we shall analyse whether it can con-
stitute a valid alternative to genetic determinism.
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5
Self-organisation Does Not Resolve the
Contradiction in Genetic Determinism

SUMMARY. There are numerous variants of holism upheld by
philosophers, physicists and biologists. While each has its own
special aspects, together they form a real current of thought,
with the common characteristic of denying the first principle of
science, the latter arising not solely through experimental
methodology but also due to the philosophical revolution which
abolished animism. The idea of matter animated by a final
cause, which was supposed to be inherent to it, was abandoned,
for it to be seen as inert and influenced exclusively by external
causes. Holism, in contrast, reintroduces animism. It presup-
poses matter creating organised wholes corresponding to levels
of increasing complexity (atoms, molecules, cells, organisms etc.).
In this creation, at each level, properties would spontaneously
emerge, irreducible to those of lower levels. This model of a
world stratified into hierarchical levels, constructed from lower
levels, is common to holism and genetic determinism, and the
two theories allege that this expresses a real order immanent in
the world and living organisms. In the second half of the
20th century, the creator principle of holism took the name of
self-organisation and, to account for it, several authors have
tried to suggest models applied to physical or biological phe-
nomena. These models do not resolve the contradiction in
genetic determinism. They are deterministic models with noise
founded on the stereospecificity of the molecules. They them-
selves contain a contradiction which saps at the foundations of
holism. The local properties of the elements of the systems (the
cells, the molecules) are not enough to explain their organisation.
For this reason, self-organisation models are obliged to include the
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action of external global constraints. Real organisation phenomena
are processes of hetero-organisation, not of self-organisation.

This chapter will attempt to analyse holism.23 First of all, we will
recall the founding principles of modern science, then analyse philo-
sophical holism in order to understand in what respect it is opposed
to it. Finally, we shall study the theories of self-organisation, and see
that they do not provide any solution to the problem posed by the
non-specificity of biological molecules.

5.1 The scientific principles

Modern science grew up in the 17th century on the basis of several
principles, the most well-known of which is having recourse to
experimental method. Knowledge is constructed through dialogue
with nature, so every hypothesis should be formulated from
observed facts and subjected to experiment. This is the aspect
immediately mentioned to differentiate science from earlier schol-
arly practices. However, it is a simplification that fails to take
account of another aspect which is just as important. Although
experimental method is essential to scientific practice, it is not
enough, as the latter cannot be reduced to methodology alone. Our
predecessors in the Middle Ages and Antiquity were not so naïve as
to believe that one can assert something without that assertion
being logically expressed and conforming to experience. On the con-
trary indeed, Aristotle created a logic that we continue to use today
and pre-scientific discourses constantly resorted to arguments based
on observation (Lenoble, 1969). Scientific practice has developed
enormously since the 17th century, because a true philosophical rev-
olution occurred which accompanied the development of experimen-
tal techniques. Animism and finalism were rejected to make room
for a new conception that Jacques Monod called the ‘postulate of
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the objectivity of nature’ (CN pp. 30–31). We stopped believing,
at that time, in matter animated by a final cause, with an aim sup-
posedly inherent in it, to conceive of it rather as inert and influ-
enced exclusively by external causes. 

Aristotelism, which was the dominant mode of thought before
the scientific revolution, assumes that there is a natural order
intrinsic to the world. Each thing is said to have a principle of
movement or change which forces it to comply with its essence,
i.e. to bring about its finality. For a physical object, this means
inherent and spontaneous movement towards its natural place of
rest. For example, light objects are supposed to rise upwards and
heavy ones fall downwards. This is a general system of thought
which does not exclusively concern physics, according to which
every thing that exists has an essence that determines its behaviour
(existence). This system of thought collapsed between the 14th and
17th centuries when the principle of inertia was formulated, abol-
ishing finality and asserting that only external causes act on a body,
the latter possessing no activity of its own guiding its fate. This is
the principle underlying all modern science. 

Indeed, since the existence of things is not determined by intrin-
sic essence but by the external influences to which they are subject
to, there can be no order immanent in the world. It is constructed
‘here and now’ during all the various kinds of processes which occur
there. From this there arises the need to experiment because, in
order to understand a phenomenon, one can no longer content one-
self with defining the essence of things, as was possible in
Scholasticism. It has to be analysed by experiment.

To really grasp this major point, let us take the example of the
falling stone. Once the essentialist has seen that it falls, and has
asserted that it falls because falling complies with its finality
(its essence), there is no longer any mystery to the phenomenon and
the explanation is enough in itself, for all time. Each occasion when
the initial observation of the stone falling is repeated only serves to
confirm this. If the stone does not fall, because it is prevented by an
obstacle for example, that does not invalidate the finalist explanation.
It just shows that bringing about its finality has been impeded.
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This is therefore a closed system of explanation, and in this sense,
it is perfect and cannot be faulted. On the other hand, if the stone
is inert in itself, what makes it move must be analysed. We are then
obliged to hypothesise about the causes (the forces) which act on
the stone, and check whether those hypotheses are right using an
experimental setup based on a prediction which goes beyond the
simple observation of the stone falling. However, as the experimen-
tal setup can always be improved by new predictions and technical
developments, scientific explanation is never final. It can always
undergo new tests and be faulted, necessitating new hypotheses and
new experiments. Unlike the essentialist explanation therefore, it is
imperfect and open to its own transformation. It is this imperfec-
tion that enables it to progress.

In the 20th century, theories of physics profoundly changed. The
theories of relativity and quantum physics broke with the deter-
ministic mechanism of the 17th century, but these developments did
not mean abandoning the principle of the objectivity of nature and
returning to animism. Physics did not discover a new hidden order
immanent in the world. On the contrary, as Schrödinger so well
explained it, order, for statistical physics, is a subjective approxi-
mation (see chapter 3), while for quantum physics, it is a proba-
bilistic theory which has made a fundamental principle of
indeterminism. For contemporary science, what is snugly concealed
in the depths of nature is not a new finality, a hidden order or some
kind of determination, but randomness and indetermination. The
anti-essentialism of classic science has been made even more radi-
cal, from this point of view. 

In biology, the principle of the objectivity of nature led Bernard
to elaborate the concept of an internal environment. Indeed, as he
explained in An Introduction to the Study of Experimental Medicine
(1865), its prime aim is not, as is often believed, to define the indi-
vidual in his autonomy in relation to the external environment, but
to allow the development of experimental physiology founded on
principles analogous to those of physics and chemistry. The inter-
nal environment of a living organism consists of all the conditions
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which act within the organism on its parts (organs, cells, mole-
cules), causing them to react to the stimuli they receive.

“In a word, vital phenomena are the result of contact between the
organic units of the body with the inner physiological environment;
this is the pivot of all experimental medicine. Physiologists and
physicians gain mastery over the phenomena of life by learning
which conditions, in this inner environment, are normal and which
abnormal, for the appearance of vital activity in the organic units;
for apart from complexity of conditions, phenomena exhibiting life,
like physico-chemical phenomena, result from contact between an
active body and the environment in which it acts” (ISEM p.76).

Through the concept of an internal environment, we can under-
stand that the phenomena of living organisms are analogous to those
of physics and chemistry, that living beings are active, even though
their parts are inert in themselves, like non-living matter. It thus
removes the need to resort to finalism or vitalism.

“In any organic environment, the substances created by animals
and vegetables are much more changeable and less stable, but still
they are inert and exhibit their properties only as they are influ-
enced by agents outside themselves (……) Therefore, as has already
been said, we must not set up an antagonism between vital phe-
nomena and physico-chemical phenomena, but on the contrary, we
must note the complete and necessary parallelism between the two
classes of phenomena. To sum up, living matter is no more able
than inorganic matter to get into activity or movement by itself ”
(ISEM pp. 78–79).

We shall come back, in chapter 6, to the very important conse-
quences of the concept of an internal environment not only for
experimental method in physiology, but also for constructing a the-
ory of biological organisation (§6.1.2, 6.1.3). For the moment, we
shall content ourselves with noting that the development of molecu-
lar biology later in the 20th century obviously does not challenge the
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principle of the objectivity of nature. On the contrary, studying liv-
ing organisms by physical and chemical methods and concepts has
indeed only widened in scope to encompass contemporary molecu-
lar biology. We shall see, however, that holism contradicts the prin-
ciple of the objectivity of nature on which scientific practice is
founded, and that it reintroduces animism.

5.2 Philosophical holism

Without exhaustively reviewing the subject, we nevertheless want
to highlight the points common to all versions of holism, and for
this we shall base our remarks on the works of Conwy Lloyd
Morgan (1852–1936), Samuel Alexander (1859–1938) and Jan
Smuts (1870–1950). These three authors all played a major role in
its development at the beginning of the 20th century. Smuts, more-
over a major South African politician, seems to have been the first
to use the word ‘holism’ in English in his book Holism and Evolution
(Smuts, 1926). Morgan is also the author of a reference book enti-
tled Emergent Evolution (Morgan, 1923).

Holism, which is summed up in the famous saying “The whole
is more than the sum of the parts”, is opposed to reductionism. It
asserts that an entity possesses properties which can be neither
explained nor predicted from the elements that make it up and that
it thus forms an irreducible whole. According to this philosophy,
when single elements enter into a relationship to create this whole,
they are themselves altered by virtue of this relationship. 

“A whole is a synthesis or unity of parts, so close that it affects the
activities and interactions of these parts, impresses on them a special
character and makes them different from what they would have been
in a combination devoid of such unity or synthesis” (HE p. 134).

The determining relationship between the single elements and
the complex whole that they form is therefore defined in the con-
cept of emergence. For the holist, while the whole has so-called
resultant properties, which can be predicted from the properties of
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the elements, there also exist emergent properties which are not
predictable. However, they cannot arise except from a particular
material base corresponding to a specific configuration of and rela-
tionship between the elements. The concept of emergence refers
both to what necessarily arises from a specific material base and to
the non-predictability of what arises. It is important to note that
this concept is deterministic. Each time the same base is produced
the same emergence phenomenon is reproduced. As a first example
let us look at the relationship between the properties of molecules
and those of the atoms that make them up. 

“When carbon having certain properties combines with sulphur
having other properties there is formed, not a mere mixture but a
new compound, some of the properties of which are quite different
from those of either component. Now the weight of the compound
is an additive resultant, the sum of the weights of the components;
and this could be predicted before any molecule of carbon-bisulphide
had been formed. One could say in advance that if carbon and sul-
phur shall be found to combine in any ascertainable proportions
there will be such and such weight as resultant. But sundry other
properties are constitutive emergents, which (it is claimed) could
not be foretold in advance of any instance of such combination. Of
course when one has learnt what emerges in this particular
instance one may predict what will emerge in that instance under
similar circumstances. One has learnt something of the natural
plan of emergent evolution” (EE p. 3).

This is a central idea of holism that is found among all its
adherents:

“A mere mechanical aggregate is nothing new, and is no more than
the sum of the mixed ingredients, while the chemical compound is
new in the sense that out of the constituent materials another qual-
itatively different substance has been made. A new structure has been
formed in the chemical compound. In the same way a new structure
and substance is made in the atom out of the qualitatively different
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electrons and protons. It was on this account and in this sense that
we called matter creative. Creative, that is to say, of structures and
substances different from their constituent elements or parts. It is,
however, when we come to consider organisms that we see the cre-
ative whole in a full and proper sense.” (HE pp. 140–141).

In these emergent phenomena, holists see a further principle
which has a fundamental place in their philosophy. They consider
that matter is active and not inert. In their opinion, as proof of this,
this creative activity, which can already be detected at the chemical
level, is manifested with overwhelming evidence in the living organism.
Again, as Smuts says: 

“An organism, like a plant or animal, is a natural whole. It is self-
acting and self-moving. Its principle of movement or action is not
external to itself but internal. It is not actuated or moved by some
external principle of force, like a machine or an artificial con-
struction. The source of its activity is internal and of a piece with
itself, is indeed itself. It consists of parts but its parts are not
merely put together. Their togetherness is not mechanical, but rests
on a different basis. The organism consists of parts, but it is more
than the sum of its parts, and if these parts are taken to pieces the
organism is destroyed and cannot be reconstituted by again putting
together the severed parts” (HE p. 111).

All holistic philosophies and all the biological theories which are
derived from them share this principle of attributing creative activ-
ity to matter. They discern evolution in nature characterised by
successive emergences of totalities constituting qualitatively differ-
ent levels of organisation of increasing complexity. The emergence
of these levels from previously single elements is not reduced in this
conception to a simple cause and effect relationship, nor is the
whole compound the mechanical result of adding its elements
together. It is a creation of something radically new. Holists in gen-
eral distinguish three main levels emerging from this evolution. The
first comprises matter, itself organised into sub-levels (macromolecules,
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molecules, atoms and sub-atomic particles). At the second level, life
emerges from the matter, and there are sub-levels here, too, which
are superimposed in increasing complexity (animals, plants, multi-
cellular and unicellular organisms). At the third level finally, emerges
the mind, which is only present in Man. All holists support this gen-
eral outline explicitly or implicitly, although with many variations.

Certainly, in explaining emergent evolution, the majority of
them say that they reject the idea of a supernatural power sepa-
rated from matter, such as a God, or vital force that transcends the
laws of physics and chemistry. Yet while they deny the existence of
such a power, all they are really doing is moving it elsewhere,
endowing matter itself with this creative activity.

“The naturalistic contention24 is that, on the evidence, not only atoms
and molecules, but organisms and minds are susceptible of treatment
by scientific methods fundamentally of like kind; that all belong to one
tissue of events; and that all exemplify one foundational plan. In other
words the position is that, in a philosophy based on the procedure sanc-
tioned by progress in scientific research and thought, the advent of
novelty of any kind is loyally to be accepted wherever it is
found, without invoking any extra-natural Power (Force,
Entelechy, Elan, or God) through the efficient Activity of
which the observed facts may be explained”25 (EE p. 2).

The efficient Activity which Morgan speaks of here has various
names according to different authors. Alexander (1920) calls it
‘nisus’. For Smuts, “Holism is the term here coined for this funda-
mental factor operative towards the creation of wholes in the uni-
verse” (HE p. 94). Earlier, Henri Bergson (1859–1941) had called
it ‘vital elan’ (Bergson, 1907). It is however in every instance
the characteristic mark of these philosophies, including when they
are applied to biology where the creative factor has come to be
called ‘self-organisation’.
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We are bound to acknowledge therefore that holism challenges
the principle of the objectivity of nature which implies that matter
is inert. Through reintroducing the idea of creative activity it once
again dons a principle of internal movement, which is a character-
istic of animism. The majority of holists may indeed reject the idea
of a supernatural God, but they do so in order to immerse Him
deeper in the very heart of nature. They may not support the idea
of Creation as a separate original action, but they do not do so in
order to reintroduce it more effectively in the form of continuous
creation. For them, God is no longer external to the world He is cre-
ating but is immersed in it, and emergence is just the manifestation
of His presence.

We shall now investigate whether these theories could help
resolve the problem posed by the non-specificity of molecules, but
first, several points that will facilitate this investigation need to be
discussed.

Emergence can be understood as having a weak or a strong
meaning. It indicates the creation of totalities which have non-
predictable properties. However, this non-predictability could be
subjective if it only depended on the imperfections of our cognitive
capacity and not on the appearance in nature of properties which
are really irreducible. For example, we cannot analyse certain
processes because they involve too many parameters, so we say
their properties are emergent. In this case, the concept of emergence
only highlights the limits of our knowledge. It may be that with the
development of research we will be able to go beyond those limits
and that in the future, we may be capable of predicting and
explaining these properties that have previously been considered
irreducible. If that were the case, there would be no creation of rad-
ically new properties but simply an effect difficult to predict owing
to the multiplicity of causes. This weak meaning of the concept of
emergence presents no problem because it does not call into ques-
tion the classic cause and effect relationship. For the holist, how-
ever, emergence means the creation of radical novelty (a structure
or a property) corresponding to an objective reality in nature. With
this strong meaning, it is a question of real creation ex nihilo and
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not of transformation of something that already exists in another
form. Such a conception is of course irrational and incompatible
with the scientific approach, which, in contrast, is based on reason.
It could be justified as a religious argument but not as a scientific
theory. In this respect, our intention is not to evaluate its validity,
but to emphasise its extra-scientific nature. Holism’s monopolising
of the word evolution is just as problematical because it induces
confusion with the theory of natural selection which is the utter
antithesis of holism. For Darwinism, the organism is subjected to
random variations which do not spontaneously create order and do
not themselves end in producing new species. To do that, the selec-
tive action of the environment is required (see Fig. 4). The organ-
ism only acquires its structure under the influence of this external
pressure and not from any internal trend which might give direc-
tion to its destiny. The theory of natural selection is therefore the
product of a philosophy similar to that producing the principle of
inertia. In its view the organism carries no internal determination
and is not active in itself. It is constructed ‘here and now’ on being
confronted with the world. It therefore completely opposes the theory
of emergent evolution.

A final point deserves to be highlighted. Since genetic deter-
minism is reductionist, holism would at first sight seem to be
incompatible with it. Nevertheless, the two concepts unite in affirm-
ing the objective reality of order. In both cases a first principle is
involved which structures the world and directs processes. In
genetic determinism, the principle of order from order comes into
play through the stereospecificity of the molecules (chapter 3),
while in holism, the creative principle, less well defined and with a
variety of names, creates organised wholes. Order is perfectly real
in both theories, for the principle of order is inherent in matter. The
wholes and their method of organisation exist objectively and not
by virtue of any subjective divisions that our viewing of nature
might operate on it.

For this reason, genetic determinism and holism agree on a
single hierarchical model of the world consisting of the superimpo-
sition of levels of organisation of increasing complexity (Fig. 11).
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For both theories the levels express universal typological realities
corresponding to structures and fundamental modes of organisa-
tion. They are, in a way, a framework on which the world rests and
out of which the diversity of individual things blossoms forth. The
universal Molecule forms its own identity in concrete terms by
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5. organisms
4. organs (anomeomere parts)
3. tissues (homeomere parts)
2. earth/air/water/fire
1. moistness/dryness/heat/cold
B:  Aristotle's model

6. social groups
5. multicellular organisms
4. cells
3. molecules
2. atoms
1. elementary particles 
D: Oppenheim and 

Putnam's model

5. organisms
4. tissues/organs
3. organelles /cells
2. proteins
1. genes
A: genetic
     determinism

7. environment
6. organism
5. tissue
4. cytoplasm
3. nucleus
2. chromosome
1. gene
C: Weiss' model

5. human beings
4. animals
3. plants
2. molecules
1. atoms

E: Morgan's model

divinity

mind

life

matter

space        nisus         time

F: Alexander's pyramid

FIGURE 11. Indetermination of the layered model of the world. Six variations of
the model are shown from a huge number of illustrations. A: Genetic determinism
according to the molecular biologist Monod (1970). B: Ontogenesis according to
the philosopher biologist Aristotle (see chapter 7 §7.2). C: The model of the
embryologist Weiss (1973). D: The model of the philosophers Oppenheim and
Putnam (according to Kim, 2002). E: The model of the philosopher psychologist
Morgan (according to Kim, 2002). F: The model of the philosopher Alexander
(1920). The first three of these models concern biology and the other three are gen-
eral systems. They show all the differences reflecting their authors’ specialities and
research subjects. If the layered model of the world is of objective value, only one
should exist. Which should be chosen?
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becoming one of a diverse variety of particular molecules (water,
carbon disulphide etc.). In the same way, universal types of Cells
and Organisms differentiate into numerous individual identities:
muscle, bone or blood cells, rabbits, carrots, foxes etc. 

Both these conceptions are ontologies of order from order. They
only differ in the origin of that order and its mode of production.
For holism, order comes from the whole that is imposed on the
parts: it is ‘order from above’ which reflects the “natural plan of
emergent evolution” of which Morgan speaks (EE p. 3). For genetic
determinism it is the reverse, order coming from the molecules that
form the organism: this is ‘order from below’ which gives substance
to the genetic information. In both theories however, order is
always at the origin of order.

This vision of a world organised into superimposed levels where
each thing has a specific place is nowadays hegemonic and seems
absolutely obvious to us. Nevertheless, the philosopher Jaegwon
Kim, who calls it the ‘layered model of the world’, has analysed it
in detail, and thus revealed its fragility (Kim, 2002). Even though
a great many researchers agree on it in principle, there are just as
many variants of this model which do not acknowledge exactly the
same levels. The differences between them, related to the historical
context and the discipline in which they have been produced, raise
the question of the objectivity of the layered model. Indeed, if it
really exists, there must only be one, in which each level is gener-
ated from the preceding level and where each thing must be able to
be placed in a unique position. The different variants would then
be only approximations. Now, Kim shows that if we go into detail,
the ideal is far from being realised. On the one hand, reality is often
arborescent rather than layered. Animals are not superior to plants,
as Morgan supposes, even though they manifest properties related
to their having a nervous system. They are two separate evolution-
ary branches. Some classifications recognise a human level above
that of animals, related to their having a mind or conscience. Others,
such as that of the reductionist philosophers Paul Oppenheim
(1885–1977) and Hilary Putnam, go directly from multicellular living
beings to social groups. These two classifications are not compatible
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since there are social groups which are not human (insects, pri-
mates etc.). From the moment we recognise the human level,
social groups can no longer be placed above it. If we place them
below it, that means that the human emerged from a property
common to all social groups (ants and primates for example). On
the other hand, owing to their composition or properties, many
organisms cannot occupy a sole level. Mammals are composed of
cells and circulating molecules. They therefore arise from both
these levels. Above which of them should we place mammals in
the hierarchy? The blood system is a collection of cells and circu-
lating molecules that ensure immune, nutritive, endocrine or
respiratory functions. Should it be considered as cells, tissues, an
organ, or as several organs? What about viruses? Are they living
or non-living beings? Where should they be classified? Syncitia
are multinucleated cells arising from the fusion of several cells:
should they be put with cells or with multicellular organisms?
Certain inanimate objects such as computers and robots are capa-
ble of remembering and calculating, even of demonstrating intel-
ligence, characteristics which are usually considered as indicating
a brain. Where are they to be placed in the layered model? These
examples are only a minute sample from the multitude of prob-
lems that are encountered when the layered model is confronted
with concrete cases. They just go on to show that we can legiti-
mately doubt the ontological reality of the layered model. Far from
representing the intrinsic organisation of the world, its different
variants seem rather to indicate a mode of subjectively dividing
up reality depending on the observer. Noble arrived at a very sim-
ilar conclusion from his work on cardiac physiology, and has put
forward what he calls a theory of biological relativity. Without
formally denying the existence of levels of organisation, he thinks
that none of them has any privileged causal role. They can all be
used as a starting point for analysing the living organism (Noble,
2006, 2008), which suggests that they are of epistemological rather
than ontological value.
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5.3 Biological holism

The different kinds of biological holism include neo-vitalistic theo-
ries and theories of self-organisation. Neo-vitalistic theories are not
really fashionable any longer but their authors have often raised
pertinent questions, even if the answers they provided are poor. We
will therefore tackle these two types of holism in succession. Our
review will not be exhaustive, any more than it was for philosoph-
ical holism, but we shall try to define their general characteristics
in order to assess their ability to resolve the problem of molecular
non-specificity.

5.3.1 The neo-vitalistic holism of Hans Driesch

Hans Driesch (1867–1941), one of the pioneers of experimental
embryology, supported a vitalistic theory (Driesch, 1908, 1914).
Another pioneer in embryology, Roux, had, in an experiment on the
frog, destroyed one of the two cells of the embryo after the first divi-
sion, thus succeeding in inducing the development of half an
embryo. This seemed to confirm the theory of August Weismann
(1834–1914), the forerunner of genetic determinism, which postulated
the existence of a highly organised microscopic material structure in
the germinal cells that he called ‘germinative plasma’. This structure,
which foreshadowed DNA, was thought to control embryonic devel-
opment in a very precise way, with each of its parts determining a
part of the adult organism. Weismann also imagined that the germi-
native plasma was split at each division of the cell. As each embry-
onic cell only received a portion, it could therefore only form one
specific region of the adult organism26 corresponding to the portion
of germinative plasma that it had received. This theory easily
explained Roux’s experiment. The surviving cell must have contained
only half of the germinative plasma relating to half the organism.
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Driesch performed an experiment similar to Roux’s on a sea
urchin, but he obtained a completely different result. Instead of
inducing the formation of half an embryo, destroying one of the two
cells of the embryo ended in the formation of a complete animal,
though of a reduced size. Driesch repeated his experiment on
embryos at the four cell stage and was able to show that either a
single cell or a group of three cells taken together is capable of form-
ing a complete embryo. In the same way, half an older embryo con-
taining a thousand cells can produce a normal organism. These
results invalidated Weismann’s theory. If cells resulting from several
successive divisions can form complete organisms, they must con-
tain all the germinative plasma, not just some of it. Driesch drew
an additional conclusion from these experiments, which demon-
strate that up to an advanced stage, one cell of an embryo can give
rise to all the cell lines of an organism, and that it possesses a
potential for differentiation greater than its actual vocation during
embryogenesis. By multiplying experiments on embryos taken at
different stages of development in a variety of experimental condi-
tions, he was able to verify this conclusion and demonstrate the
plasticity of cells, which enables them to adapt to these varied sit-
uations. The question then arose of how this immense potential for
development is reduced during embryogenesis so that only a single
potentiality is expressed.

To answer this, Driesch performed other experiments which led
him to formulate two further concepts. Firstly, the development
potential of all the cells from one region of the embryo seems to be
constant. The embryo is therefore ‘an equipotential system’.
Secondly, to a certain degree, one region can be modified without
interfering with the development of other regions of the embryo.
The development of the various regions seems causally independent,
but nevertheless it ends in a harmonious organism forming an
organised whole. Driesch described this phenomenon as ‘a harmo-
nious equipotential system’. In fact what he was describing corre-
sponds to essential properties which are nowadays completely
acknowledged, and which we now call cellular plasticity and robust-
ness of biological systems.
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These properties cannot be compared with those of a simple
machine. How can we account for this? The laws of physics and
chemistry and mechanistic determinism are not sufficient to do so,
in Driesch’s opinion, and he evokes the action of a vital force that
he calls ‘entelechy’ (Driesch, 1908, 1914), but such an explanation
is obviously not acceptable to us. We do have to acknowledge how-
ever that giving prominence to cellular plasticity is still relevant
and the issues raised by Driesch are still topical. They are, indeed,
similar to those posed by the non-specificity of proteins. In both
cases the potential for differentiation of the cells, or for interaction
between molecules, is greater observed ex vivo than in vivo. Without
adopting Driesch’s vitalism, it is necessary to take this into account
when explaining ontogenesis.

5.3.2 The neo-vitalistic holism of Walter Elsasser

Molecular biology has been influenced by the work of Delbrück and
Schrödinger, while another physicist, Walter Elsasser (1904–1991),
was also interested in biology, but from a completely different point
of view, for he put forward a vitalistic conception (Elsasser, 1998).
According to Elsasser, the living organism is so complex that it can-
not be analysed with the laws of physics and chemistry. He based
his proposition on a number of arguments. If the 1012 atoms of a
cell were solely controlled by the laws of physics it would be possi-
ble to calculate how many combinations of them would be possible.
This number is greater than 10100, i.e. far greater than the number
of protons in the universe, namely 1080. There is no corresponding
physical reality or operational value. One can also calculate the
total number of a given type of cells that exist or have existed in
the history of the Earth. This is in the order of 1042. The number
of possible molecular states is therefore hugely in excess of the num-
ber of cells actually existing. On account of this it might reasonably
be thought that the living organism is highly undetermined at
molecular level. Elsasser started from this hypothesis for his theoreti-
cal elaboration. Initially, he acknowledged that it cannot be proved
immediately, but only its plausibility progressively demonstrated.
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To do this, he focused on the heterogeneity of individuals in the bio-
logical classes. If a small part of a body or of a cell is defined and
compared with an equivalent part from another individual of the
same class, they are always different. Whether it is at the anatom-
ical or biochemical level, this heterogeneity is such that a descrip-
tion of an average individual, characteristic of a type (cell or
species), is completely false. There is radical interindividual hetero-
geneity in biological classes and this heterogeneity confirms the
hypothesis of the microscopic indetermination of living beings.

Such microscopic indetermination puts paid to the idea that
order in the living organism may result from molecular order.
According to Elsasser, it is necessary to formulate a new biological
theory in order to explain that biological organisation can be main-
tained despite this microscopic indeterminism. He suggested four
principles to define this theory.

He called the first ‘ordered heterogeneity’. In biological systems
where there is large scale regularity, there is small scale hetero-
geneity. Order is maintained for the whole despite heterogeneity
among the parts. This is a principle obviously different therefore
from both that of order from order, of molecular biology, and from
that of order from disorder, of statistical physics. Indeed, according
to the principle of ordered heterogeneity, order is not the result of
reducing microscopic variability by the law of large numbers but is
a real property of the macrostructures (the wholes), and not a
mathematical approximation, as in statistical physics. It is identi-
cal to the principle of macro-determinism suggested by certain
biologists (see this chapter, §5.3.6).

The second principle is ‘creative selection’. During ontogenesis,
the number of molecular configurations is restricted as the organ-
ism selects a certain number of them from among the huge range of
possibilities. This principle attributes real creative properties to
living matter, and despite using the term ‘selection’, it is totally the
reverse of Darwinian selection.

The third principle is ‘holistic memory’, and is supposed to
explain how the first two principles function: information relating
to the overall structure of the organism is stable and transmitted
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directly from generation to generation without a material storage
mechanism as is the case with the genetic information encoded in
the DNA. 

The last principle is ‘operative symbolism’. Elsasser does not
deny genetic heredity, but it must be completed by holistic mem-
ory. Without going into detail, this operative symbolism is said to
control the relationships between the two types of heredity, genetic
and holistic.

Thus, like Driesch, Elsasser managed to establish irrational
principles which transcend the normal context of scientific logic and
approach. In both cases, the explanations attribute powers to
living organisms which exceed the laws of physics and chemistry.
Driesch’s entelechy along with Elsasser’s four principles are con-
cepts which go no further than a simple linguistic, virtually magic,
formula: they have no real content and are consequently incapable
of explaining in concrete terms how biological systems are organ-
ised. However, it must be recognised that Elsasser’s ideas are based
on pertinent elements of analysis which still have a firm hold in cur-
rent debates. Like the plasticity and robustness brought to the fore
by Driesch, the enormous number of possible molecular combinations
in living systems that Elsasser emphasises is an effective property
generated by proteins. We have to include it in our explanations,
while providing a rational answer to the problem it raises. The mis-
taken wanderings of Driesch and Elsasser reveal how important it is
to respond to this problem in order to avoid the irrational excesses
of holism.

5.3.3 Self-organisation according to Prigogine

There are a great many self-organisation theories, and in what
follows in this chapter, we shall illustrate the main variations which
are based on physics, cybernetics and biology. 

The physicist Ilya Prigogine (1917–2003) was very influential in
this area. He studied so-called open systems that receive energy or
matter from their environment. When these systems are subjected
to fluctuations, instead of returning to their initial state they may
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evolve towards another more ordered state. In so far as fluctuations
are inherent in any physical and chemical system (see chapter 2,
§2.2.4), this phenomenon has been likened to self-organisation. The
system is supposed to be capable of creating order spontaneously
without being influenced by an external cause. Prigogine called
these types of system “dissipative structures” in order to indicate
that the creation of order is accompanied by dissipation of energy.
The concept is used now to describe a large number of processes.
Adherents of self-organisation consider the origin and functioning of
living beings as relating to dissipative structures. We can quote the
two main examples of this given by Prigogine in his book Order Out
of Chaos written in collaboration with Isabelle Stengers.

The appearance of the ordered movement of molecules forming
convection cells in a heated fluid, initially observed by Bénard
(1874–1939), is considered as the paradigm of self-organisation.

“(…)Bénard instability is another striking example of the instability
of a stationary state giving rise to a phenomenon of spontaneous
self-organisation. The instability is due to a vertical tempera-
ture gradient 27 set up in a horizontal liquid layer. The lower sur-
face of the latter is heated to a given temperature which is higher
than that of the upper surface. As a result of these boundary condi-
tions, a permanent heat flux is set up, moving from the bottom to
the top. When the imposed gradient 27 reaches a threshold value,
the fluid’s state of rest, the stationary state in which heat is con-
veyed by conduction alone, without convection, becomes unstable.
(…) convection corresponding to the coherent motion of ensembles
of molecules is produced, increasing the rate of heat transfer.
Therefore, for given values of the constraints (the gradient of
temperature),27 the entropy production of the system is increased;
this contrasts with the theorem of minimum entropy. (…)Bénard
instability is a spectacular phenomenon. The convection motion
produced actually consists of the complex spatial organisation of
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the system. Millions of molecules move coherently, forming hexag-
onal convection cells of a characteristic size” (OOC p. 142).

Another example of a dissipative mechanism given by Prigogine
concerns the creation of concentration gradients of morphogen mol-
ecules during embryogenesis. This is a system of coupling between
several chains of chemical reactions in which the various products
of the reactions diffuse with different speeds (OOC pp. 146–153).
In this system the reactions are specific and the concentrations of
the reactants are fixed by interaction with the medium. For certain
values of these concentrations, instead of achieving a classic state
of chemical equilibrium characterised by constant concentrations
of the reaction products the system oscillates in cycles, with the
concentrations varying reproducibly over time and space.
Prigogine’s model is in fact similar to Alan Turing’s reaction-diffusion
mechanism.

In Prigogine’s view, these phenomena provide support for a
holistic philosophy, and in his view, “This leads to a new view of
matter in which matter is no longer the passive substance described
in the mechanistic world view but is associated with spontaneous
activity” (OOC pp. 9). The spontaneous emergence of order in dis-
sipative structures bears witness to the creative trend that animates
nature. This is the ordinary holistic principle which is a central
theme of his theory. 

Dissipative structures are therefore supposed to explain the cre-
ation of order in living organisms. Can they however explain how
non-specific biological molecules are organised during ontogenesis?
To answer this question several points must be borne in mind.

First of all, the coupled chemical reaction model cannot by def-
inition be relevant, because the chemical reactions brought into
play are specific. What we need is a model which explains the
appearance of order from numerous molecules involved in a great
many non-specific interactions (and reactions), comparable with
biological systems (see chapter 4). How does Bénard’s instability
come into this? It is always given as the very prototype of self-
organisation demonstrating that life is thermodynamically possible.
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Now while there is absolutely no doubt about Prigogine’s description
and mathematical modelling of the phenomenon, its conceptualisa-
tion and generalisation are very problematical. The experimental
phenomenon, that is to say the formation of convection cells, has to
be clearly distinguished here from the theorisation about it in the
context of self-organisation. As Prigogine himself explains, the phe-
nomenon of organisation depends on a temperature gradient which
is an external constraint imposed on the system. Consequently,
“Bénard cells, like all dissipative structures, are essentially a reflec-
tion of the global situation 28 of non equilibrium producing them”
(OOC pp. 143–144). We must insist on this point, as it is impor-
tant and leads many researchers astray: the external global con-
straint involved here belongs to the reality of the phenomenon.
Is it right in these conditions to use the concept of self-organisation
to describe this reality? There is a flagrant contradiction here
between the phenomenon described and its conceptualisation.
It would be more exact to speak of hetero-organisation to indicate
the fact that the system is organised under the effect of the con-
straint arising from the environment. The organisation produced
depends on this constraint and not on a phenomenon of sponta-
neous emergence from the components of the system. Bénard’s
instability is no exception. Other biological systems alleged to be
self-organising are in actual fact determined by constraints, as is
particularly the case of the organisation of colonies of social insects,
which is often given as an example but which depends in reality on
environmental factors, especially the substrate sources which feed
the colony (Camazine et al., 2003). 

Finally, theories of self-organisation are subject to another con-
fusion that needs to be elucidated. They are often assimilated into
probabilistic theories. Now while there is indeed a random event,
fluctuation, in dissipative processes, which introduces a degree of
uncertainty, it is only involved as an event triggering a deterministic
dynamic. Dissipative mechanisms are not therefore intrinsically prob-
abilistic but are deterministic with noise (see chapter 2, §2.2.4).
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5.3.4 Self-organisation according to Stuart Kauffman

Stuart Kauffman is another eminent self-organisation theorist, who,
like Prigogine, advances the themes of holism. For Jacques Monod,
life appearing was an event that had virtually no chance of occur-
ring (CN pp. 131–137) and we are therefore the result of an
accident of history, strangers in the world we inhabit. Kauffman
(1993, 1995) categorically rejects this point of view, believing that
the appearance of life expresses a phenomenon of spontaneous
emergence that was inevitable. This is why in contrast, we are At
Home in the Universe as the title of one of his books says. In addi-
tion, the living world exhibits an order which cannot, in his opin-
ion, be explained simply by natural selection. He asserts that the
main organising force is a spontaneous trend towards self-organisation
(HU pp. 23–30) and backs his views with work performed with
Boolean automaton networks.

A Boolean automaton is an entity (an electric lamp, an enzyme,
a gene etc.) which can be activated or repressed. A numerical vari-
able describes its state (1 or 0 respectively). In a network of a suc-
cession of Boolean automata, the state of each of them depends on
the state of the others. The Boolean networks studied by Kauffman
to support his conception of self-organisation are deterministic. The
state of each node of the network (each automaton or entity)
depends on the state of the nodes situated upstream, according to
Boolean rules using the operators AND, OR, and EXCEPT. For
example if a node x depends on the state of three nodes a, b, c, a
rule could be: x is active if a AND b AND c are active. Another rule
would be: x is active if one of the nodes a OR b is active, etc. 

The first experiment concerns the problem of the origin of life
(HU pp. 54–66). Kauffman considers a living system as a huge
Boolean automaton network, each automaton representing a pro-
tein or a gene. If, bathing in the primitive soup where life germi-
nated, there were thousands of chemical components of the first
living network, what was the probability of it arising simply through
molecular encounters? Kauffman showed in a computer simulation
that this probability depends on the connectivity of the network,
i.e. on the average number of potential connections for each node.
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To connect two nodes of a network a link is needed with a ratio of
0.5. From the moment this value is exceeded, i.e. when the compo-
nents of the network can be connected by multiple links, the prob-
ability of forming a single network connecting all the components is
greatly increased until this event becomes inevitable. Kauffman
assumes that this is how life occurred. It was not therefore an acci-
dent but the result of this spontaneous tendency to self-organize
shown by high connectivity Boolean automata. This first result
seems compatible with the structure of real protein networks the
nodes of which are indeed highly interconnected (chapter 4, §4.1.5).
However, this experiment does not take into account the fact that
biochemical networks also have to be functional. It does not indi-
cate whether the networks formed are ordered or chaotic. Kauffman
investigated this question in another study dealing with cell differ-
entiation (HU pp. 71–112).

A differentiated cell results from the stable expression of a sub-set
of genes of all those forming a genome. The question is therefore
whether Boolean automaton networks generate ordered states in
which the same nodes (genes) are constantly (or cyclically) acti-
vated. Kauffman’s results show that this is possible on condition
that each node at the most only depends on two other nodes of the
network. If the connectivity of the network is greater, the latter
very rapidly becomes chaotic. This is a problem in itself in regard
to experimental reality, since the connectivity of actual networks is
very great. However, a high connectivity network could still pro-
duce ordered states if it were biased so as to direct its behaviour
towards stable states. Gérard Weissbuch, who perfected the model,
calls this bias the p parameter (HU pp. 84 and 103; Weissbuch, 1999).
Put simply, it means that, as in the case of Bénard’s instability, a con-
straint needs to be exerted on the Boolean automaton network for it
to organise itself. Although it does not seem to have occurred to the
adherents of self-organisation, this ruins what Kauffman wants to
demonstrate, since it is not spontaneous organisation.

Do these models help resolve the contradiction in genetic
determinism caused by the non-specificity of molecules? When
Kauffman carried out his work, no actual networks of proteins or
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genes had yet been thoroughly studied. We now know that the con-
nectivity of these networks is very high. According to Kauffman’s
own results, such networks cannot follow Boolean deterministic
rules because they would be totally chaotic. Kauffman’s Boolean
networks, which are based on the Monod-Jacob model of stereo-
specific regulation (see chapter 3, §3.3), do not therefore help in
explaining how actual networks of non-specific molecules function.
From a theoretical point of view, they lead to the same paradox as
Prigogine’s dissipative structures. They have to include the action
of a constraint arbitrarily applied on the system, and thus contra-
dict the very idea of self-organisation.

5.3.5 Self-organisation according to Atlan

Cybernetics has also given rise to a theory of self-organisation
(Segal, 2003). Disturbances occur in any communication channel
and affect the signal being carried. These disturbances, called
“noise”, usually have a negative effect, for example, in a television
network where the image may be fuzzy or the sound of a telephone
link inaudible. Several researchers have suggested that, instead of
exerting a negative effect, noise may have a positive role in allow-
ing a perturbed system to self-organise.

Heinz von Foerster (1911–2002) suggested a principle of “order
from noise” (von Foerster, 1960). As in Turing’s reaction-diffusion
system (chapter 2, §2.2.4), if noise were to affect a system suffi-
ciently and intensely, the system could depart from its state of
equilibrium and evolve towards another more complex state. To
illustrate this principle, von Foerster used the image of a formless
set of magnets. If the set is shaken about, the magnetised surfaces
of the parallelepipeds will stick to each other and the mass will be
transformed into a more complex shape (Fig. 12). In this proce-
dure, the noise (shaking the magnets) causes self-organisation of
the system.

In the wake of von Foerster, Henri Atlan has also formulated a
theory of self-organisation from noise (Atlan, 1972, 1979, 1999). He
has demonstrated that if some of the elements of a system are
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redundant, noise will increase the quantity of information in the
system rather than decrease it. This increase will induce it to self-
organise due to the increase in complexity. The principle of this the-
ory is simple to understand. If a system is composed of several
identical entities, noise randomly modifies each entity and thus cre-
ates a variety of structures richer than the initial homogeneous set.
If each element corresponds to a piece of information, e.g. to a gene,
the total quantity of information likewise increases. 

“In the transmission of information between DNA nucleotide
sequences and protein amino-acid sequences for example, it is
known that there are always errors equivalent to what is called
noise in a communication channel. It is easy to conceive of these
errors producing a negative effect which, in the formalisation of
quantities of information, developed by Shannon, results in a quan-
tity of the information transmitted being deducted. The effect of
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noise is a reduction in the information carried by the protein rel-
ative to what it would have been if the transmission were perfect,
i.e. if the protein strictly corresponded to the DNA. If, however,
instead of considering the transmission of the information from its
source to its arrival, one were now to envisage the total quantity
of information in the entire system, of which this transmission
pathway is but a part, one can quite easily show that the quantity
of information produced by the noise is added and not subtracted.
That can be understood intuitively: errors end in a protein, the
structure of which is not an identical reproduction of that of the
DNA, and they therefore introduce new variability which represents
diversity, compared with what would happen if there were no
errors. This diversity can obviously be the source of poor function-
ing and produce negative effects, but in certain cases, it may on the
other hand be the source of an increase in complexity, and possibly
of functional complexity — with an overall positive effect for the
system”29 (FTG pp. 25–27).

In order to translate this theory into a concrete biological
mechanism, which is capable of explaining how cells function, Atlan
stressed the sources of redundancy in organisms. He particularly
emphasised the existence of DNA sequences which are repeated
countless times in the genome of multicellular organisms, his idea
underlying this being that their mutation during embryonic devel-
opment could play a functional role, as is the case with the syn-
thesis of antibodies in the immune system, (CF pp. 70–72; FTG
p. 28). In addition, there are bound to be random variations in the
concentrations of biological molecules inside cellular compartments,
caused by thermal agitation. Atlan also suggested that these varia-
tions may be a source of self-organising noise.

However, as he himself emphasised, whether the noise comes
from the environment or has to do with fluctuations in chemistry
or diffusion, it is always a disturbance to normal functioning of the
system and as such, is an external factor (CF pp. 56–57, 81–82).
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The mechanisms activated in his theory are therefore deterministic
mechanisms with noise. This is particularly well illustrated by von
Foerster’s example of the magnets from which he took his inspira-
tion. The laws of the interaction of magnets are deterministic.
Depending on their polarity, magnetised surfaces attract or repel
each other. Agitating the magnets (the noise) only serves to set off
a new dynamic which will end in another state of organisation. For
Atlan, similarly, in actual biological systems, genetic information is
still an essential notion and proteins are always bearers of informa-
tion arising from their three-dimensional structure (FTG pp. 25, 33).
Noise only intervenes through perturbing their effects and modify-
ing the way the networks they constitute function. Like other
self-organisation theorists, Atlan has never questioned stereospeci-
ficity and the deterministic functioning of genes, which ensues from
it. His theory is still situated therefore in the context of the princi-
ple of order from order, and as a result, his views conform to
conventional theories of embryogenesis. He believes that Turing’s
reaction-diffusion mechanisms create the gradients of morphogenic
molecules that control genetic expression (FTG pp. 44–47).

5.3.6 Self-organisation according to Weiss

Renowned experimental biologists have also for a long time been
providing support for the idea of self-organisation based on their
own work, among them the embryologist Paul Weiss (1898–1989),
who played a prominent role. For Weiss, the organism is not con-
structed from the gene, but is produced from the multiplicity of
interactions between the various levels of organisation going in both
directions, from the organism to the gene and from the gene to the
organism (Weiss, 1973). Two forms of determinism may exist:
macro-determinism corresponding to descending causality (from the
organism towards the gene) and micro-determinism corresponding
to ascending causality (from the gene towards the organism).
Macro-determinism is said to predominate over micro-determinism
(SL pp. 10–13).
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Weiss supported his theory with empirical observations.
Territories in an embryo can be defined in the knowledge of exactly
what they will become at a later stage of its development. In any
embryo the same territory will become the same part, but there is
a lack of determination as to what the parts (the cells) inside this
territory will become (SL pp. 21–22). A particular part in one
embryo does not have exactly the same future inside the territory
as that same part in another embryo. This phenomenon would be
found at every level of organisation, e.g. in cells as regards their
molecular constituents. Cells of the same type are globally identical
but there is microscopic variability between them. For Weiss, these
observations reveal a general principle “… of determinacy in the
gross despite demonstrable indeterminacy in the small for practi-
cally any level and area of the life sciences” (SL pp. 21–22). Macro-
determinism of the global structure of the organism would
progressively constrain the lower levels without their being totally
determined in detail (SL pp. 23–24). In this process, the macro-
determinism would not be reduced to the properties of the parts of
the organism (the tissues, cells, molecules): on the contrary, the
macroscopic structures and properties would emerge during a self-
organisation process (SL pp. 29–35).

To explain what he means by self-organisation, Weiss uses the
photograph of a vast beach taken one sunny Sunday when there
were a lot of people bathing there (Fig.13). The beach is marked at
the top of the photo by the edge of the sea which is slightly wavy
and at the bottom by a straight road. The people look like dots
which are denser near the water’s edge and in various places corre-
sponding to restaurants or different attractions. If the same photo
were taken on another Sunday that was just as sunny, the picture
would appear to be identical although in detail each dot (each
bather) would be different and would not be strictly in the same
place. The same structure would therefore be produced although
the individual behaviour of the bathers would be different.
According to Weiss, this is a phenomenon of self-organisation. It is
characterised by the emergence of a type of collective behaviour
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among bathers which is produced without their individual behav-
iour being coordinated by any precise determinism.

“Consider the people as molecules. The heavier border on top is the
condensed belt of hydrophobic bodies adsorbed to the water-beach
interface. The dark clusters inside the mass clearly mark domains of
attractive forces, presumably emanating from sources of nutrient and
stimulant attractants. Their equidistant spacing indicates mutual
repulsion through forces of competition; and so forth. The analogy is
not at all facetious. It cuts deep into the heart of our topic, for it
exemplifies basic features of self-organising systems” (SL p. 30). 

According to Weiss, these self-organising properties of the living
organism imply that the reductionist point of view should be aban-
doned in favour of the holistic view. Living beings make up systems
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FIGURE 13. Self-organisation of a beach according to Weiss. Every time this beach
is photographed on a sunny Sunday during the same season, with an identical
number of visitors, an overall identical picture will be obtained although the
details vary. We are grateful to Blackwell Publishing for permission to reproduce
this figure (Weiss, 1973).
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with irreducible properties that he explains more precisely using the
field concept.30 Like particles which conform to the magnetic field in
which they are placed, each individual cell of an embryo, or tissue,
must conform to the morphogenetic field to which it belongs.

“Let us take a circumscribed body, depending for its maintenance
on active exchange with its environment; for instance, an egg in a
pond, a cell in a tissue, a human individual in a society. Then let
the unit multiply into a few more units; they all continue to have
a share in the common interface of exchange and communication
with the medium. But let the number of units keep on increasing,
whether by subdivision or accretion, and all of a sudden a critical
stage arises at which some of the units find themselves abruptly
crowded inward, cut off completely from direct contact with their
former vital environment by an outer layer of their fellows.
The latter thereby acquire positions not only geometrically, but
functionally mediatory, between the ambient medium and the
now inner units. From then on, ‘inner’ and ‘outer’ units are no
longer alike. A monotonic group of equals has become dichotomised
into unequal sets. With the emergence of the distinction between
innerness and outerness, the 1 + 1 = 2 rule becomes inapplicable”
(SL pp. 31–32).

The morphogenetic field corresponds to this external/internal
polarity which is propagated within a population of cells and causes
their differentiation. Indeed: 

“Interactions between the ‘outer’ members and their newly estab-
lished inner’ neighbors would expose to another set of new condi-
tions any fresh units arising subsequently in the intermediate zone
between them, and hence call forth in them a third type of reaction.
Moreover, polarised influences from outside would impose an axiate
pattern upon the group. Thus would ensue a train of sequelae of
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ever-mounting, self-ordering complexity. In all these steps, the fate
of a given unit would be determined by its response to the specific
conditions prevailing at the site in which it has come to lie, those
conditions varying locally as functions of the total configuration of
the system — its ‘field pattern’, for short” (SL p. 32).

Does this version of self-organisation resolve the problem of the
non-specificity of proteins better? Weiss’ analysis is very interesting
but like all the theories of self-organisation, his theory contains a
contradiction: it includes the action of external constraints without
it being explicitly accepted. In the example of the beach, the shape
and size of the structure created depend on the position of the
water’s edge and the road. If these constraints were to change posi-
tion or nature, not only would the general shape of the beach
change but also the way it is structured internally. Depending
whether the road is a small lane or a motorway with car parks
arranged to allow access by huge crowds, the beach will be more or
less visited and therefore there will be more or less restaurants. It
is the same with cell populations. The morphogenetic field can only
exist in as far as cells have a relationship with the environment
which lays down a structuring polarity for the system. If the cells
were independent of it, the field would have no reason to occur.
These examples once again illustrate a phenomenon of hetero-
organisation and not of self-organisation. Organisation does not
emerge spontaneously from the local interactions of the basic con-
stituents (bathers, cells) but ensues from the action of environmen-
tal constraints. Finally, like all adherents to self-organisation, Weiss
never challenges the deterministic mode of functioning of genes and
proteins. He simply thinks that their influence is delimited by the
emergent properties of living beings (macro-determinism).

5.3.7 Self-organisation according to Kirschner,
Gerhardt and Mitchison

Other biologists have tried to apply the concept of self-organisation
to molecular biology, including Marc Kirschner, John Gerhardt and
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Tim Mitchison. Their conception is based on the distinction
between self-assembly and self-organisation (Kirschner et al., 2000).
We have seen that self-assembly is a process based on stereospecificity
(chapter 3, §3.2). It leads to the formation of unique structures in
stable equilibrium which do not require the exchange with the envi-
ronment of any matter or energy. In contrast, self-organisation
would imply consumption of energy and constant exchange of mat-
ter with the environment. In the first instance, it would produce
dynamic equilibria between several states, then, owing to con-
straints or amplified random fluctuations, instead of oscillating
between these states, the system would swing towards a specific
final state. 

To illustrate their theory, Kirschner et al. provide several exam-
ples. Certain bacteria produce a polarised tail-like bundle of fila-
ments of actin proteins which helps them be propelled along. At the
start the bundle is symmetrical but is subject to random fluctua-
tions between which it oscillates. If one of them is too strong, it will
be amplified and cause polarisation of the bundle. Another exam-
ple concerns the differentiation of embryonic cells. The two essen-
tial elements for this process are signalling between cells and cell
competence. Cell competence means that embryonic cells have sev-
eral possible differentiation pathways at a given stage of their devel-
opment. For Kirschner et al. this is a question of equilibrium
between several interconvertible states, each state corresponding to
the potential initiation of one of the differentiation pathways.
Under the influence of signals from other cells, the equilibrium
would be biased in favour of one of the pathways, which would then
be selected.

Kirschner et al. insist on the dynamic aspects of ontogenesis and
have integrated the role of random fluctuations. In this respect they
go beyond conventional genetic determinism. However, like other
adherents of self-organisation, they do not challenge it head on.
They continue to accept the stereospecificity of interactions
between molecules and genetic information and integrate this in
their theory. They put forward a synthesis to explain how information
is transmitted in biological systems. It is more complicated than the
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outline of conventional genetic determinism because it adds a stage
of self-organisation to self-assembly based on stereospecificity, then
swings towards a particular phenotype. However, it is not funda-
mentally different from it. It is still a sketch of construction of the
organism which starts from the genes and works upwards to the phe-
notype. Genetic information determines the folding of the proteins
which spontaneously self-assemble owing to their three-dimensional
structure. Their theory again falls within the context of the princi-
ple of order from order, and cannot resolve the problem of the
non-specificity of molecules.

5.4 Self-organisation does not exist

Very many biologists reduce self-organisation to a theory which
seems to reject genetic determinism while acknowledging that
biological organisation emerges spontaneously from local interac-
tions between molecules (Camazine et al., 2003). This widespread
simplification leads to the worst confusions. It neglects what the
concept of emergence really means. In truth, molecular biologists
have never denied that an organism forms from interactions
between molecules! They have formulated the concept of self-
assembly to describe this. To them it is obvious (Britten, 1998), and
Jacques Monod spoke in this respect of spontaneous morphogenesis
(CN pp. 82–88). The ideas of emergence and self-organisation go a
great deal further. They imply that there is creative activity in mat-
ter which makes emergence possible, from their single elements, of
totalities with irreducible properties. Such a phenomenon would
involve inexplicable creation and go beyond the rationality of sci-
ence. A conception of this nature cannot resolve the problem posed
by the non-specificity of molecules. Being content to assert that
order emerges spontaneously from interactions between molecules
without suggesting a mechanism for this falls into the realm of
magic. The adherents of self-organisation have really tried to for-
mulate more elaborate models to explain emergence, but all these
models are based on stereospecific molecular interactions. 
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Like genetic determinism, self-organisation presupposes that
order is real, and the emergence of levels of organisation of the world
expresses a principle of order immanent in matter. It is therefore
incapable of taking into account the non-specificity of biological mol-
ecules which demonstrate the opposite. When it tries to explain real
phenomena, its application models contain environmental con-
straints, without their being explicitly conceptualised. Certainly, they
may be relevant in as far as they describe an experimental phenom-
enon, as in the case of Bénard’s instability model or Weiss’ embryo-
genesis model, but they contradict the very idea of self-organisation
which gave rise to them because in reality they are models of hetero-
organisation. Not only do theories of self-organisation not resolve the
contradiction in genetic determinism but analysis of them demon-
strates the need to integrate environmental constraints to explain
organisation of a system in a theoretical context which goes beyond
both genetic determinism and holism.
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6
Hetero-organisation

SUMMARY. The organism is the result of a process of hetero-
organisation. Since molecules are non-specific, randomness is
introduced into the interactions between proteins, generating
very many possible structural combinations. This large number
of combinations is useful to living organisms, as it produces the
diversity of cells necessary for building the organism’s tissues,
and during ontogenesis, it is controlled by a selection process.
Each cell adapts to its microenvironment made up of the other
cells of the organism, this microenvironment itself depending
on the external environment. Natural selection thus takes place
in the internal environment and is the causal agent for forma-
tion of the organism. Ontogenesis and phylogenesis constitute
a sole ontophylogenesis process which excludes all finalism. As
Bernard suggested, it is the organisation of a multicellular liv-
ing organism which ensures the life of the cells that constitute
it, not the reverse. This conception resolves the contradiction
in genetic determinism because a historical explanation
replaces an explanation in terms of levels of organisation. The
living organism is produced neither by the molecular level, nor
by the cellular or organismic level, as is supposed by reduc-
tionism and holism. It is the result of its history. This theory is
in line with a vast amount of experimental data which demon-
strate that the differentiation of cells and gene expression are
stochastic phenomena. It integrates the role of non-specific sig-
nals, though the latter are not inducing agents, only contribut-
ing towards the selection and stabilisation of cell types.
Ontophylogenesis also helps us to understand the probabilistic
functioning of the genome, the structure of which, like that of
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the cell, is the result of the evolutionary history of the organism.
The genomic structure does not act like a deterministic genetic
programme, but determines the probabilities of gene expression
during embryogenesis. Computer simulation demonstrates that
ontophylogenesis is endowed with the general properties
expected of a theory of embryogenesis, particularly the creation
of organised cell tissues, and also suggests that cancer should
be understood in a new light. Biological organisation is pro-
duced by equilibrium between the selective constraints exerted
on the organism and the stochastic character of the interactions
between molecules, particularly those which induce gene
expression. Cancer is produced as a result of imbalance between
these two components of ontophylogenesis.

Genetic determinism is trapped by the contradiction within it. It
has to call on cell structure to sort the interactions between non-
specific molecules, but since, according to this theory, it is the genes
that direct the way living organisms are constructed, the structure
itself must be the product of these interactions. Holism provides no
solution to this problem, other than evoking the emergence of cell
structure ex nihilo. We must therefore pursue our search for another
principle. 

In solving a scientific problem one must not be afraid of draw-
ing the most extreme consequences from experimental facts, even if
they challenge the current theory. Its coherence is initially
destroyed but later a new theory is devised which is even more rel-
evant. The theoretical work consists in reinterpreting already
known experimental facts in a new conceptual context. This is the
path we shall follow now. We have to accept both the consequences
of the non-specificity of the interactions between molecules and the
role of cell structure, while going as far as possible with the analy-
sis in order to unearth the significance of these experimental facts.
For holism, the structure of the cell is a whole produced by emer-
gence, but evolutionary biology sees it as the result of its history dur-
ing which it was fashioned generation after generation by natural
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selection. If we take this further, it means that natural selection is
involved, via cell structure, directly in ontogenesis, and not just
in evolution. Natural selection shapes cell structure which, in turn,
sorts interactions which are by themselves random, between non-
specific molecules. This process of selection allows ontogenesis to
occur.

Extending the scope of Darwinism in this way obviously upsets
the current synthetic theory of evolution (Mayr and Provine, 1998;
Huxley, 1942), where ontogenesis and evolution come under two dif-
ferent mechanisms. Natural selection is only involved in evolution via
the mutation of genes which, in turn, determine ontogenesis. The
hypothesis that we are advancing, a concept which clashes with our
usual mode of thought, is that the two processes are produced by a
single mechanism (Fig. 14). Instead of being the result of a deter-
ministic mechanism controlled by the genes, ontogenesis is under-
stood to be an intrinsically probabilistic process, as the stochastic
interactions between molecules are subjected to selection by the cell
structure, which is itself selected by the organism’s environment.

In actual fact, the idea of ontogenesis resulting from selective
Darwinian rules is not absolutely new. In Antiquity, Empedocles
(490–435 B.C.) also resorted to a mixture of chance and selection
to explain it.31 In the 19th century, Roux wrote a book called Der
Kampf der Theile im Organismus [The Struggle of Parts in the
Organism] (1881) in which he suggested there was a phenomenon of
Darwinian competition between the components of the organism.
This theory remained largely unrecognised and Roux abandoned it
to adopt a deterministic point of view instead. In the 20th century,
Darwinism was applied to other applications in specialised areas of
biology. In immunology, antibody synthesis is the result of a selec-
tive mechanism in which the variability of the genes that make the
antibodies means that each immune cell synthesises a different anti-
body. The antigen only stimulates multiplication of the cell synthe-
sising the antibody that neutralises the antigen itself (Jerne, 1955).
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In the nervous system, the construction of neural cell circuits also
seems to occur through ‘neuronal selection’. In the first instance
neurons are said to associate randomly owing to the huge number
of combination possibilities for their ends (synapses and dendrites),
creating very many circuits. Later, only the circuits that permit an
adequate response to the stimuli received by the organism are
retained (Changeux et al., 1973; Edelman and Mountcastle, 1978).
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natural selection
cell (or multicellular) 
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DNA (genes)
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the genes determine
cell structure
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FIGURE 14. Extension of evolutionary synthesis. A: In the present context of evo-
lutionary synthesis, natural selection is exerted on phenotypes (cells and multicel-
lular organisms). It selects the most adapted variants and thus fashions the
structure of the cells. In this way the genes (mutations) corresponding to the most
adapted phenotypes are also selected. However, the relationship between the genes
and the phenotype is unidirectionally determined. The genes determine the phe-
notypes. The processes of natural selection and ontogenesis are two separate
processes. B: The cell structure, produced by natural selection, sorts the molecu-
lar interactions, which means that natural selection is a cause of ontogenesis.
In this case, the relationship between the genes and the phenotype is no longer
unidirectional but bidirectional. The genes provide the proteins while the pheno-
typic structure sorts their interactions from among the possible combinations. The
two processes of natural selection and ontogenesis are but one single process of
ontophylogenesis.
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However, despite these notable exceptions, embryogenesis and phys-
iology have always been dominated by deterministic theories.

Our theory goes further. Not only do we suggest that the fun-
damental mechanism of ontogenesis is conceptually analogous to
natural selection because it combines molecular chance and cell
selection, but we also think that this mechanism is a true extension,
within cell populations which make up the internal environment of
living organisms (Bernard), of natural selection that produces the
evolution of species (Darwin).

This is what we shall discuss in this chapter, in which we shall
see how our theory resolves the contradiction in genetic determinism
by uniting ontogenesis and phylogenesis. We will start from the more
abstract principles and progress gradually towards the more specific
mechanisms explaining cell differentiation and gene expression.

6.1 Ontogenesis and phylogenesis are but one process

The non-specificity of molecules has an inevitable consequence
which must be taken into account in understanding ontogenesis: it
introduces randomness into interactions between proteins. The
great number of interactions possible from a set of molecules gives
rise to numerous potential structures, not just a single one as in self-
assembly or self-organisation. Each structure is an occurrence of a
set of possibilities which each has only a certain probability of being
produced. Consequently, the unique adult individual which results
from embryogenesis is not produced by a simple mechanism of
spontaneous assembly of molecules. Another mechanism must be
applied to the potential combinations of interactions between mol-
ecules to restrict them and only select one of the structures possi-
ble, which will relate to the unique adult individual (Kupiec, 1983,
1996, 1999). Living beings are the result of such a process in which
the very many interactions between non-specific molecules are sub-
jected to natural selection. It can be illustrated by a thought exper-
iment that is not intended to be realistic but explains this principle,
diagrammatically.
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Let us imagine five proteins (Fig. 15A) capable of randomly com-
bining and giving rise to several potential structures. These struc-
tures represent a cell in different states of differentiation (Fig. 15B).
The stability and probability of each structure being formed
depends on the probabilities of molecules encountering each other
and the stability of their interactions. A single structure is selected
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random interactions
between the proteins

selection of
a structure

non-selected structures

(devised from Kupiec, 1999)

E'
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FIGURE 15. Principle of ontophylogenesis. A: The five polygons represent proteins
which are not stereospecific. B: They can associate with each other in different ran-
dom ways and produce several structures. C: These structures do not have the same
properties. In a given environment, one of them is selected because it is better
adapted. D and E: This structure is never totally stabilised. It is partially modified
owing to the random interactions of the proteins (D, D′, D′′, E, E′), but its central
core does not change because it is more stable (X). One of these potential struc-
tures may be selected depending on changes in the environment.
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from all the potential structures (Fig. 15C), which is the most sta-
ble (or the most viable) in the environment where the molecules are
suspended. Because of the stochastic character of interactions
between molecules, this ontogenesis never completely ends, but con-
tinues indefinitely since dissociation and reassociation is always
taking place between the molecules, caused by thermal agitation.
As long as the selective constraint (the environment) remains the
same, the same structure continues to be selected. If the selective
constraint were to change (if the environment changed), random
interactions between the molecules would bring about modification
and adaptation to this new environment. However, due to the pre-
existing structure, the number of potential interactions i.e. the dif-
ferentiation potential, offered by the random set of molecules is
restricted. The structure is randomly modified, but not completely
reconstructed. One of its parts, its central core, is more stable
because it involves more interactions between the proteins, and
therefore more bonds to maintain its cohesion (Fig. 15, X). On the
other hand, random modifications are more frequent at the two
ends of the structure because there are not so many bonds to
stabilise it (Fig. 15D, D′, D′′). The range of possibilities depends
therefore on the state of the structure because the latter promotes
certain interactions between molecules and prevents others. We sug-
gest that in an actual cell its structure acts in a similar way. By
sorting non-specific molecular interactions, this structure ensures
its own maintenance and reproduction and also permits subsequent
differentiation because random molecular interactions are not com-
pletely eliminated. In our imaginary example, one of the potential
structures is selected (Fig. 15D) due to a new environment, and
each time the environment changes again, the structure is modified
within the framework permitted by its previous state and in line
with the same mode of operation (Fig. 15E). 

In this context, the contradiction in genetic determinism is
resolved. The structure of the cell sorts random interactions
between molecules without being the product of them. It is the result
of a process that includes both stochastic molecular interaction and
selective constraint. The macroscopic state of the cell at a given
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moment is not the product of its molecular state. Both depend on
their previous state and on the randomness of the interactions
between the molecules which make up the cell. Taking the history
of the structure and the random character of molecular interactions
into account in the causal explanation, to the detriment of a purely
deterministic explanation based on levels of organisation and
founded on stereospecificity, frees us from the contradiction of
genetic determinism.

This outline is obviously an extreme simplification but it illus-
trates the general principle of ontophylogenesis: evolution over time
of the structure is the continuation of its ontogenesis which is never
completed. Ontogenesis and phylogenesis are but one process
(Kupiec, 1986, 1997). 

From this general principle we can detail three factors which
have an influence on the ontophylogenesis of a living organism:
DNA, the environment and the past.

1) DNA influences the probabilities of protein interaction
Proteins are subjected to thermal agitation and are moved by ran-
dom Brownian motion. The probability of their encountering each
other depends on their concentrations and their diffusion coefficients
in the medium they are in inside cells. The more numerous they are
and the more rapidly they diffuse, the more probable it is that they
will encounter each other. Once achieved, an association between
proteins is more or less stable depending on the strength of their
bonds. These parameters are directly influenced in a cell by the
DNA, its nucleotide sequence determining the amino acid sequence
of the proteins, which itself influences their own binding and diffu-
sion properties. In the same way, the concentration of proteins
depends on the level of gene expression, which in turn depends on
the structure of the genome.

2) The environment stabilises or selects certain cells rather than
others

The strength of the bonds between molecules does not indeed
depend solely on their intrinsic properties but also on the chemical
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composition and physical properties of the medium, such as its
ionic concentration and temperature. In addition, each cell struc-
ture in a state of differentiation requires an optimal metabolic sup-
ply whether the supply is present or not in the environment.

3) Cells have a past on which they depend
A cell is the result at a given moment of its previous evolution.
The molecular combination possibilities at the following instant
are limited by its structure which promotes certain molecular
interactions and prevents others, as seen in cellular compartmen-
talisation (see chapter 4, §4.3.2). There, the structure of the
cell restricts the molecular combination possibilities and affects
the future differentiation potential of the cell. When the struc-
ture changes through natural selection, under pressure from a
change in the environment, its differentiation potential likewise
changes.

Ontophylogenesis breaks with genetic determinism by including
two factors absent from evolutionary synthesis — the stochastic
character of interactions between molecules and the direct action of
natural selection on ontogenesis. It does not however involve any
emergence of irreducible properties. It is not a question of sponta-
neous self-organisation of the organism’s components. Natural
selection is a global constraint exerted on the organism, the origin
of which is external to it.

6.1.1 The model of the heap of cells and the origin
of multicellularity

How does the general principle of ontophylogenesis that we have
just set out apply to multicellular organisms with differentiated
cells? If it is the fundamental principle, it should shed light on how
they function and the conditions in which they have appeared during
evolution. 

The simplest forms of multicellular organisms depend on the
environmental and metabolic conditions in which the organisms
live. For example, if placed in a medium poor in nutrients, the
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amoeba, Dictyostelium discoideum, will form a colony (an aggre-
gate) of cells differentiated into two distinct types. Another form of
multicellularity is even more primitive. The normally unicellular
bacteria, such as Escherichia coli, also differentiate morphologically
and genetically one from the other, when they grow in colonies in
a poor medium. This differentiation depends on gene expression
and the position of the bacteria within the colony (Ohgiwari et al.,
1992; Ben Jacob et al., 1992; Shapiro, 1995).

These phenomena of multicellularity are simply explained by
ontophylogenesis: cells differentiate to adapt to their microenviron-
ment composed of other cells from the same organism. This mech-
anism of cellular adaptation is analogous to that of a living
organism that adapts to its environment through natural selection.
It is an extension of natural selection exerted within organisms
(Kupiec, 1986).

To understand it we can think of it as follows: imagine a colony
of cells growing on a solid medium containing its nutrient sub-
strate (Fig. 16A). Its growth is subject to an obvious environ-
mental constraint: the cells need to have access to the nutrient in
the substrate to survive and multiply. Only the cells of the first
layer in contact with the substrate have direct access to that nutri-
ent. For the cells to be able to proliferate vertically, the nutrient
has to diffuse vertically. The quantity that can diffuse is limited by
the initial concentration in the substrate, so a decreasing gradient
must be formed: the concentration of nutrient decreases vertically
through the colony. This decrease is a consequence of the physical
diffusion of the nutrient and of its consumption by the cells through
which it passes.

From a certain height, the nutrient is no longer sufficient for the
cells to be able to continue proliferating, and growth of the colony
ceases (Fig. 16B). However, in metabolising the nutrient the cells
produce metabolites. These metabolites likewise diffuse. In this
heap of cells there are then other secondary gradients corresponding
to the diffusion of the metabolites. Owing to these gradients, each
cell finds itself located in a different microenvironment determined
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by the concentrations of nutrient and metabolites. The cells situ-
ated at the lower part of the colony have a microenvironment richer
in nutrient while those at the upper part have a microenvironment
richer in metabolites. To optimise their growth, the cells have to
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he
ig

ht
he

ig
ht

A

B

C

substrate
gradient

gradient of metabolites produced 
by the dark cells

gradient of metabolites produced 
by the dark cells

nutrient substrate

nutrient substrate

threshold

threshold

substrate

substrate

substrate
gradient

FIGURE 16. Model of the heap of cells. The growth of this cell colony depends
on its environment. A: Only the cells of the first layer have direct access to the
substrate. B: The other cells only have access to the substrate which is diffus-
ing in the colony and forming a decreasing concentration gradient, or access to
the metabolites, which form secondary gradients. Below a certain concentration
threshold, the cells can no longer grow (dark cells). C: They must then differ-
entiate to adapt to these microenvironmental conditions and continue to grow
(light cells).
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adapt to these microenvironmental conditions, which may occur
randomly. Due to the non-specificity of molecules and thermal agi-
tation, dissociation and reassociation takes place continually in the
cells between different molecules. These events occur with certain
frequencies determined by the structure of the cells, the concentra-
tions of molecules and their speeds of diffusion (see earlier section
in §6.1). If one of the cells situated at the upper part of the colony
where growth has ceased (Fig. 16B) is subject to such stochastic
remodelling in its chromatin and this remodelling induces the
expression of new genes allowing it to use the resources which are
accessible to it (i.e. the metabolites and a minimal quantity of
nutrients), the growth of the colony can resume (light cells, Fig. 16C;
for an example of stochastic remodelling see Fig. 21). This ‘proto-
organism’ is then made up of two types of cell, corresponding to
two ‘tissues’ with different ‘functions’. One type, made up of dark
cells, metabolises the nutrient and provides nourishment to the tis-
sue made of light cells, by supplying it with metabolites. Metabolic
cooperation is established between the cells which differentiate as a
function of their position in the colony.

Every time our proto-organism develops in an identical envi-
ronment the same structure is produced because it is subject the
same selective constraint. However, if that constraint changes, that
is to say, if the concentration of nutrient in the substrate changes,
the concentration gradients within the colony will likewise change.
The cells then have to adapt to these new conditions. The dark cells
will grow wherever there is an adequate quantity of nutrient.
The size of the two ‘tissues’ (dark and light) will therefore change
because the quantities of nutrient and metabolites available in the
colony will vary owing to modification of the gradients and, in
the end, the very structure of the heap of cells will be modified to
comply with these new gradients (Fig. 17).

This phenomenon of colony adaptation complies with the general
principle of ontophylogenesis in Fig. 15, except that it is produced
in the internal environment of the multicellular colony and concerns
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(adapted from Kupiec, 1986, 1997)
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FIGURE 17. Ontophylogenesis of a multicellular living organism. A: The proto-
organism develops in a given environment. B: If the environment changes (in this
example, if the substrate concentration changes), the internal selective constraints
(the substrate and metabolite gradients) which depend on it likewise change. The
threshold necessary for growth of the dark cells moves. This results in modifica-
tion of the structure of the cell colony. One single mechanism explains its devel-
opment and its evolution.
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populations of cells. Selective constraint is propagated in the
proto-organism and determines the microenvironments to which
the cells stochastically adapt. By using the same mechanism as
that producing ontogenesis, the proto-organism evolves to adapt
when the environmental conditions change. Its ontogenesis and
phylogenesis are produced at the same time by a single process of
ontophylogenesis.

We took the example of a colony growing on a solid substrate,
but the same metabolic constraint applies for a spherical colony
growing in a liquid medium. In this case, diffusion occurs from the
exterior towards the centre of the colony, and the gradients follow
this axis. The concentration of nutrients decreases as they pass from
the exterior towards the centre while conversely, the metabolite
concentration increases. The region poor in nutrient where cell
growth ceases is therefore the centre of the sphere. The embryos of
many organisms in the first stages of embryogenesis form a ball of
cells like this and precisely in their centre a cavity forms, called the
blastocoel.

The general idea that cells differentiate depending on their posi-
tion in the organism, as in our example of the heap of cells, is not
new. It is the basis of Lewis Wolpert’s theory of positional infor-
mation and has been expressed by other authors in various forms
(Wolpert, 1969, 1989, 1991). As regards the role of metabolism,
Charles Manning Child (1869–1954) undertook considerable exper-
imental and theoretical work to demonstrate that the existence
of metabolic gradients in the embryo is the causal factor of its
development (Child, 1941). The role of ontogenetic or phylogenetic
constraints is likewise well-known (Maynard Smith et al., 1985;
Arthur, 1988; Williams, 1992). All these theories are nevertheless
deterministic. Ontophylogenesis is distinct from them by virtue of
its probabilistic, selective and unified conceptual context. The ques-
tion of the level at which selection operates (whether at the mole-
cule, the cell or the organism) also recurs in evolutionary biology
(Dawkins, 1976; Brandon and Burian, 1984; Williams, 1992). In
this respect, Leo Buss (1987) also suggested that natural selection
is applied to cells and that multicellularity arises from competition

116 The Origin of Individuals

b694_Chapter-06.qxd  12/16/2008  10:28 AM  Page 116



between cell lineages. His analysis demonstrated in a very detailed
way how this cell selection explains the transition between unicel-
lular and multicellular organisms. However, it does not break with
genetic determinism, as does ontophylogenesis. 

The model of the heap of cells is very basic but illustrates a gen-
eral principle which explains the origin of multicellularity and the
context in which it develops. It is evident however that from this
origin the structure of organisms has become more and more com-
plex over the billion years that they have been evolving, and that
this increase in complexity has optimised their functions.
Consequently, in multicellular organisms with a blood circulation
system distributing nutrients to organs situated at some distance,
the elementary logic that we have described certainly does not suf-
fice, but the increase in the complexity of organisms during evolution
does not nevertheless invalidate ontophylogenesis. The appearance of
a circulation system only emphasises the importance for multicellu-
lar organisms of being able to distribute resources to all the parts of
the organism. It in no way implies that older mechanisms have been
eliminated.

Evolution does not work like an engineer who rationally
replaces the parts of a machine. It often leads rather to traits or
mechanisms that have appeared at different periods of the evolu-
tion of the organism being superimposed, rather than their being
purely and simply replaced. At the early stages of embryogenesis,
even in a complex organism, nourishing the tissues has to continue
in line with a model like the heap of cells, all the while the embryo
is a collection of cells in the process of differentiation with the
organs not yet in place. At the adult stage, the model of the heap
of cells is still relevant to explain tissue organisation within certain
organs irrigated by the blood system. The mammalian liver pro-
vides such an example. It is divided into three areas each with a dif-
ferent function corresponding to gradients of nutrients arising from
afferent blood vessels which supply blood rich in oxygen, nutrients
and hormones. Across these three areas, there are also gradients of
enzyme activity which correlate with the nutrient gradients and
enable the nutrients to be used optimally. Genetically, these gradients
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of enzyme activity depend on differential gene expression (Jungermann
and Sasse, 1978; McGrane et al., 1992). 

During evolution, organisms have not only undergone an
increase in the complexity of their structure, but also optimisation
of their regulation. Molecules such as hormones that act like signals
have arisen. Later in this chapter we will discuss in detail cell dif-
ferentiation and gene expression mechanisms which include the
action of these signals in the context of ontophylogenesis. Before
that, we must look in depth at two theoretical points which shed
light on the process of increasing the complexity of organisms and
show that ontophylogenesis is not only consistent with Bernard’s
classic theory of the internal environment but in many respects is
a development of it.

6.1.2 The organism interiorises its environment

Ontophylogenesis is a phenomenon of hetero-organisation. In the
model of the heap of cells, the environment is propagated via the
nutrient gradients inside the organism forming cell microenviron-
ments. The structure of the organism arises owing to the environ-
ment being interiorised within it in this way, and is inseparable
from it. 

This concept runs counter to the notion of an intrinsically
autonomous individual as conveyed by genetics and self-organisation,
theories which hold that the relationship of the organism to its
external environment is limited to the supply of nutrients that allow
it to form as individually determined within itself (by its genes or
the emergent properties). Natural selection indeed acts on the
organism, but in the adult stage, once it is already formed, and not
on its embryogenesis as is the case in ontophylogenesis. It would
thus be in the nature of embryogenesis to create an organism sep-
arated from the environment by a watertight barrier, ensuring its
existence thanks to its internal environment being constant. The
separation, in this finalist conception, of the living organism from
the environment is an essential characteristic of life. In actual fact,
this is a misinterpretation which distorts Bernard’s theory of the
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internal environment, which has been forgotten, but deserves to be
reconsidered. 

For Bernard, life is not an intrinsic characteristic of living mat-
ter but a phenomenon which only exists in its relationship to the
environment. “In the same way, life results from contact of the
organism with its environment; we can no more understand it
through the organism alone than through the environment alone”
(ISEM p. 75).32 In this relationship the organism is bound to adapt
to its external environment. Indeed, “It is not by warfare against
cosmic conditions that the organism develops and maintains itself,
but on the contrary, by an adaptation, an accord with these” (LPL,
p. 48). It is in the context of this adaptation that the internal envi-
ronment plays a fundamental physiological role. It serves as an
interface for transmitting the influences of the environment on the
organs, for “Only by passing into the inner, can the influence of the
outer environment reach us…” (ISEM, p. 76). Bernard sees three
distinct modes of adaptation indicating increasing degrees of auton-
omy of the organism and through which the internal environment
becomes progressively more constant. ‘Latent life’ corresponds to
a complete lack of autonomy. Some living organisms are totally
dependent on external conditions, and if they are not appropriate
these organisms enter a state of latency which they leave only when
the external conditions become favourable again (LPL pp. 48–77).
This is the case of organisms which sporulate or form seeds that no
longer exhibit the least biological activity. ‘Oscillating life’ corre-
sponds to that of living organisms whose mode of existence can
vary greatly depending on environmental conditions, without ever
reaching the state of latency (LPL pp. 77–83). This is the case of
cold-blooded animals that hibernate, in whom life slows down in
winter and becomes active again in the spring. The third form of
adaptation is ‘constant life’ (LPL pp. 83–91), and corresponds to liv-
ing organisms that have a constant internal environment and are thus
autonomous in their relationship to the environment. However, it is
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totally incorrect to interpret the constitution of a constant internal
environment as a finalist or teleonomic process caused by a prop-
erty intrinsic to living beings endowed with the prior intention of
creating individuals.

“In constant life, the living organism seems free, and vital mani-
festations appear to be produced and directed by an inner vital prin-
ciple free from external physicochemical conditions; this apearance
is an illusion.33 On the contrary, it is particularly in the mecha-
nism of constant or free life that these close relations34 exhibit
themselves in their full clarity” (LPL, p. 91).

Bernard speaks of illusion because the constancy of the internal
environment is a mechanism of adaptation of the organism to the
environment, in relation to which and precisely because of it, it
remains dependent. The living organism only exists in relation to
the environment and the constitution of the internal environment is
a consequence of this relationship, which requires mechanisms at
the interface between the organism and its environment perma-
nently compensating for variations in the latter. This indicates an
increase in the complexity of the relationship to the environment
and not absolute independence expressing an internal teleonomic
property, inherent in living organisms. 

In addition, once the internal environment has been formed dur-
ing embryogenesis, the organs lead an autonomous life there. This
very radical aspect of Bernardism has been completely overshad-
owed by modern biology, which considers that the organism is
governed centrally by the genetic programme. Bernard declares, on
the contrary, that its parts are autonomous within the internal
environment.35 This is a very important point which he reasserts
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several times in ‘Lectures on the Phenomena of Life’ since it is
because of this autonomy that the parts of the organism act on each
other and can organise themselves so as to function. 

“Thus differentiated and specialised, the anatomical elements live
their private lives in the place they are assigned, each according to
its nature. (…) It is by the mediation of the interstitial fluids,
forming what I have called the ‘milieu intérieur’, that the solidarity
of the elementary particles is established, and that each one receives
the repercussions of the phenomena that take place in the others.
The neighboring elements create for the one under consideration a
certain ambient atmosphere, and it feels the changes in it, which
regulate its life” (LPL p. 260). 

In ontophylogenesis, cells are autonomous and adapt to the
internal environment in which they are situated, which is itself
dependent on the external environment. From this point of view,
therefore, the two theories concur perfectly. Ontophylogenesis how-
ever also explains how organisms become more complex as they pass
through the three stages described by Bernard.

An organism always depends on the DNA, the environment and
the past borne by the structure, although the relative influence of
each of these factors will have been modified during evolution. The
initial cell which gave birth to the ontophylogenesis process will
have been subjected, during its history, to an endless accumulation
of selective constraints which have progressively adapted its struc-
ture to more and more diverse environments, a process making it
extremely complex and robust. The possibilities offered to the ran-
dom set of molecules will have been reduced, owing to restriction
on the number of potential molecular combinations caused by the
increasing importance of structuring the cells, to the point where
today’s organisms are identically reproduced with a limited number of
possible variations that are nevertheless sufficient to allow the cell
differentiation necessary for forming tissues. Bertrand Laforge sug-
gested a very simple diagram, from which we will draw inspiration
here, to illustrate how constraints may force a mechanism to behave
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in an apparently deterministic way even though it is intrinsically
probabilistic (Laforge, 2004).

Take a marble moving around completely randomly. In the
absence of constraints (Fig. 18A), it describes a movement which is
totally unpredictable in advance. It can explore all the space
around it. On the other hand, if it is enclosed within two walls, this
constraint restricts its possibilities for moving around because it
hits the walls and stays within the space delimited by them. Its
movement therefore becomes partly predictable. We can foresee the
area in which it will move (Fig. 18B). In an extreme case, if the con-
straint created by the two walls increases, i.e. if they are very close
to each other, the marble will move in a straight line though its
movement is still intrinsically random (Fig. 18C). In this case, the
overall movement of the marble is totally predictable (it will always
describe a straight line), although it will go forwards and backwards
randomly between the two walls. If this experiment is repeated, the
result will always be the same: the marble will trace a straight line.
From one experiment to another however, there will be stochastic
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FIGURE 18. The effect of constraints on a random phenomenon. A: A marble moves
randomly. B: The constraint of the walls limits its possibilities for randomly moving
around in a known space. C: In the extreme case, the marble always describes a
straight line although its movement is intrinsically random.
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variations in the way it does this. Cell and functional structures act
in the same way in an organism to reduce the macroscopic effect of
the random behaviour of the molecules, without nevertheless elim-
inating it. Proteins are always subjected to thermal agitation, which
permits stochastic variations creating tiny differences between cells
that are the origin of their differentiation. 

In the course of evolution, under the pressure of natural selec-
tion in which environmental constraints with an effect on organisms
accumulate, cell structuring has greatly increased. A eukaryotic cell
of a multicellular organism has many more organelles and mem-
branes than a unicellular prokaryotic cell, and this structuring has
reduced molecular randomness. Multicellular organisms have also
become more complex through the creation of structures and func-
tions. Functional structures ensuring the constancy of the internal
environment have been selected because they increase the viability
of the organisms. At the same time, the roles of the DNA and the
structure have come to predominate and the organism has thus
escaped from variability of the environment.36

There are, of course, notable divergences between ontophyloge-
nesis and Bernard’s theory. He did not apply his theory to the prob-
lem of ontogenesis which he considered to be too complicated, and
he was a staunch adherent to determinism (Gayon, in press). At the
same period variability was already present, on the other hand, in
Darwin’s theory. Darwin thought that it was the variations in
organisms that made it possible for them to adapt to their envi-
ronment. Ontophylogenesis therefore combines aspects of Darwin’s
natural selection with Bernard’s internal environment. 

6.1.3 The organism functions for the cells,
not the reverse

The relationship between the organism and its parts is another
basic question which often leads to confusion. In ontophylogenesis,
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cells are involved in a contradiction: on the one hand they are indi-
vidualists, each one optimising its own multiplication, while on the
other, they each need the others as each uses the products of
metabolism of its neighbours. Each cell, although working for its
own good, is subordinate to the whole. It does not enjoy total free-
dom as its freedom is limited in that the cell is constrained to dif-
ferentiate in a way appropriate to the place it occupies in the society
of cells. The organism is constructed in the light of this contradic-
tion which only reflects its own relationship to the environment.
It exists as an individual because there is functional unity impli-
cating all the relationships involving exchange between the cells. At
the same time, there is no final aim in the organisation established
of creating the organism for its own sake as an individual unit. It
is the consequence of a process which ensures as best it can the life
of cells. This is illustrated by the example of the heap of individual
cells. Those in the dark layer nourish the cells in the light layer but
they do not perform this function in any finalised way. On the con-
trary, they are only functioning for their own good. The function they
acquire is a consequence of their metabolic activity and the internal
relationships which become established in the cell population. These
relationships themselves only exist because of the relationship to the
environment which polarises the exchange of nutrients.

Such a conception again challenges our firmly held beliefs. Since
we are spontaneously anthropocentric, we have a strong tendency
to believe that we are the finality of natural processes, whether in
evolution or embryogenesis. As regards evolution, the theory of nat-
ural selection puts an end to this belief despite all the religious
resistance which that theory incited. As regards embryogenesis, this
belief is perpetuated with the theory of genetic programming where
the final cause has become known as teleonomy (Pittendrigh, 1958;
Mayr, 1961; Hull, 1982). The aim of the genetic programme is to
construct the organism according to the instructions present in the
genome, all its parts, from the molecule to the organs, being dedi-
cated to this project (Fig. 11A).

We find it difficult to accept the idea that we are at the service of
our cells, rather than the reverse. Nevertheless, as with the previous

124 The Origin of Individuals

b694_Chapter-06.qxd  12/16/2008  10:28 AM  Page 124



notion, this idea is to be found in the theory of the internal envi-
ronment. Bernard’s developments on this subject can even be
applied here word for word. The following quotations are somewhat
long but they are important, given the confusion that reigns in
debates nowadays in biology.

“We have said that the living organism is an association of cells
or elements more or less modified and grouped into tissues, organs,
apparatus and systems. It is thus a vast mechanism resulting from
the assemblage of secondary mechanisms. From the monocellular
being to man, all degrees of complication are encountered in these
groupings; organs are added to organs, and the most highly devel-
oped animal possesses a great number of them that form the circu-
latory system, the respiratory system, the nervous system etc.

It has been believed for a long time that these superadded mech-
anisms had their own raison d’être or that they were the result of
the caprice of an artistic nature. Today we ought to see in them a
growing complexity regulated by law. Anatomy, restricting itself to
the observation of forms, did not succeed in deriving it. It is phys-
iology alone that can give an account of it. 

Organs and systems do not exist for themselves; they
exist for the cells, for the innumerable anatomical elements
that form the organic edifice.37 The vessels, the nerves, the res-
piratory organs appear as the histological framework becomes com-
plicated, so as to create around each element the environment and
the conditions that are necessary for this element, so as to dispense
to it in appropriate measure the materials that it needs; water, food,
air and, heat. In the living body these organs are like the factories
or the industrial establishments in an advanced society which pro-
vide the various members of this society with the means of clothing,
heating, feeding, and lighting themselves.

Thus the law of the structure of organisms and of
organic development is bound up with the law of cellular life.
It is to make possible and to regulate more closely the life
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of the cells that organ is added to organ, and apparatus to
systems. The task imposed upon them is to bring together
in quality and quantity the conditions for the life of the
cells” 38 (LPL, p. 259).

Organisation does not aim to ensure the organism functions as
a whole. It simply creates the internal environment which provides
the cells with what they need to survive.

“In résumé, life resides within each cell, in each organic element,
which functions for its own account. It is not centralised in any part,
or in any organ or apparatus of the body. All these apparatus are
themselves created in the light of the life of the cell” (LPL, p. 265).

Cells are however at the same time subordinate to the organism
through the very constitution of this internal environment. “It is by
the infinite variety that the internal environment presents from one
place to another and by its particular and constant composition at a
given point that the subordination of the parts to the whole is estab-
lished” (LPL p. 261). This is a very important aspect. “It is the sub-
ordination of the parts to the whole that makes an integrated system,
a whole, or an individual, out of the complex being. It is in this way
that unity is established within living bodies” (LPL pp. 262–263).
This subordination of cells is demonstrated in tissue graft experi-
ments which only succeed if they are done at the right place in the
organism, and by regeneration experiments in which the animal
rebuilds its original form after removal of a part (LPL pp. 260–266).
The organism indeed exists, therefore, but it is the result of cell life,
not its finality. Seen in this light, ontophylogenesis helps us to
understand how during the course of evolution we have been able
to go from selection acting on individual cells to selection acting on
the whole organism. Let us imagine that in the heap of cells (Fig. 16),
the structure of the dark cells is randomly slightly modified in such
a way that it does not alter their capacity to metabolise the nutrient
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but facilitates the transfer of its metabolites to the light cells.
In real organisms, a similar function is fulfilled by the cells of the
heart distributing blood throughout the body of an animal. Such a
modification would not directly benefit the dark cells as individual
cells, but would, on the other hand, promote the growth of the
light cells and consequently that of the heap of cells as a whole.
The dark cells would thus benefit indirectly. Their growth would
be optimised as cells belonging to an organised set. The variation
in the structure of the cell giving rise to this transformation would
be selected because it is favourable to the whole of the population.

This model provides us therefore with a general framework for
understanding, without finalism, the appearance of functions which
improve the performances of the organism as a total individual
entity. It provides an explanation for Bernard’s belief in which he
asserted that “The actual role of organs is not the agent that has
caused their formation” (LPL p. 243). This antifinalism of Bernard’s,
to which we wholly subscribe, goes even further since it results in
depriving the notion of function of any objective value, and in its
complete ‘de-essentialisation’.

“Apart from the intervention of the mind, and insofar as there is
objective reality, there is in the organism only a multitude of acts,
of material phenomena, simultaneous or successive, dispersed
among all the elements. It is the mind that grasps or establishes
their interconnections and their relationships, that is to say, their
function. Function is thus something abstract which is not repre-
sented materially in any of the properties of the elements” (LPL,
pp. 268–269).

6.2 The deterministic theory of cell differentiation

We can now return in more detail to the question of cell differenti-
ation, which we looked at earlier but at a very general level.
Although embryogenesis cannot be reduced exclusively to this
process, it is one of its main aspects. The problem it poses is in
understanding how differentiated cells are produced from a single
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cell (the germinal cell) and how they are organised into ordered cell
tissues. The deterministic conception which predominates at the
present time is influenced by genetics and by the early work on
experimental embryology.

6.2.1 Embryonic induction

Driesch’s experiments demonstrate that the differentiation of cells
cannot be solely the expression of their internal determinants (see
chapter 5, §5.3.1). An additional mechanism restricting their devel-
opment potential is therefore necessary and even if we reject
Driesch’s and Elsasser’s vitalism, we must explain it. Light has been
shed on this question by the work of Hans Spemann (1869–1941),
who performed tissue grafts inside embryos which demonstrated the
primordial role of interactions between cells. In the course of the
embryo’s development, the cells have a mutual effect on each other.
What each cell becomes depends on the influences it receives from
the other cells, a phenomenon which has been called ‘embryonic
induction’ (Spemann, 1938; Bouwmeester, 2001).

Although Spemann’s experiments did not in themselves indicate
the nature of the induction mechanism, it was immediately con-
ceived as a deterministic phenomenon. It was supposed that embry-
onic cells produce induction molecules which act on their neighbours
determining how they will differentiate (Saha, 1991).

6.2.2 The instructive model

The deterministic conception of embryonic induction gave rise to
what became called the ‘instructive’ model of cell differentiation. In
this model, cells differentiate because they receive ‘instructions’
corresponding to signals (or information) carried by proteins. These
signals trigger cascades of reactions inside the cells (see Fig. 8) which
end in genes being activated producing cell differentiation. 

In Fig. 19 cell B differentiates into cell D because it receives a
protein signal d synthesised by cell A. In the same way, cell A dif-
ferentiates into cell C because it receives a signal c synthesised by B.
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In this deterministic context, the differentiation of tissues during
embryogenesis is seen as a series of elementary stages similar to that
described in this figure, and because each stage involves the expres-
sion of genes encoding for instructive proteins, the entire process
expresses the genetic programme (see chapter 3).

There are several variants of the instructive model. If the sig-
nals are carried by membrane molecules, there needs to be direct
contact between the cells at their membranes. If the signals are car-
ried by diffusible molecules, they can act from a distance. In cer-
tain cases, instructive molecules may also form concentration
gradients and exert their specific effect only at a specific concen-
tration. The signal may equally correspond to a combination of
molecules, not one only, but whatever the variant of the model, its
principle remains the same: cells differentiate in a way determined
by the signals they receive.

There are decided advantages to this model. Firstly, it integrates
the very large amount of data which reveal interactions between
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FIGURE 19. The instructive model of cell differentiation. Cells A and B differenti-
ate specifically into C and D in response to the signal they receive (c and d).
Embryonic development is supposed to be a succession of elementary stages identical
to this, with each stage corresponding to the expression of specific genes encoding
differentiation signals.
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cells, the transduction of signals and the differential expression of
genes. Secondly, a deterministic model might seem perfectly relevant
at first sight for accounting for the precision in the way an organism
functions. However, if we analyse it in more detail, it reveals diffi-
culties which must lead us to challenge it. 

6.2.3 The instructive model trips up against
the contradiction in genetic determinism

By definition, the signals must be specific since this is a determin-
istic model. In Fig. 19, cell B reacts in a unique way to signal d,
and it is the same for cell A in relation to signal c. This necessarily
presupposes that these signals also induce specific reactions within
cells. If this condition is not fulfilled, the model can no longer func-
tion because several cell reactions are possible for a single signal.
Now, despite intense research efforts undertaken since Spemann’s
work was published, these specific signals have never been discov-
ered. Of course, very many molecules implicated in embryogenesis
have been isolated, but as we saw earlier, they do not exhibit this
character of specificity predicted by the model (see chapter 4). To
overcome this difficulty, adherents to the deterministic model usu-
ally argue that it is not just one molecule that transmits the spe-
cific signal, but a combination of cofactors. Considering again the
example in Fig. 19, this means that the signals d and c no longer
correspond to single molecules synthesised by cells A and B, but to
sets of molecules synthesised by these cells. In reality, this is an
unsatisfactory palliative explanation for it only moves the problem
elsewhere. Indeed, if cells A and B already synthesise sets of differ-
ent molecules, it means that they are already differentiated whereas
this is precisely what the model is supposed to be explaining. Once
again we stumble against the contradiction in genetic determinism
which consists in reversing the cause and effect. This contradiction
is moreover inherent in the model itself which is based on initial
asymmetry between cells which synthesise different signals. The
model must therefore presume a diversity of cells, the appearance of
which it is supposed to explain. The usual practice for resolving this
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contradiction is to evoke the effect of morphogenetic gradients pre-
existing in the egg. Owing to their heterogeneous distribution, there
is said to be unequal distribution in each daughter cell of the mol-
ecules present in the egg after each of its divisions. This mechanism
is supposed to create initial differentiation of the cells which would
set differentiation in motion according to the instructive model.
Although morphogenetic gradients are an indisputable reality and
play a certain role in embryogenesis, this explanation is still a pal-
liative measure which does not really resolve the contradiction.
It bases the whole of embryogenesis on the egg’s initial gradients.
A great many experiments, however, including those performed by
Driesch (see chapter 5), demonstrate that embryo cells that have
undergone several successive divisions are still capable of reconsti-
tuting complete organisms, even though the morphogenetic gradi-
ents have been destroyed in these cells. Regulatory mechanisms
must therefore exist that are capable of creating heterogeneity of
cell types in the course of embryogenesis.

6.2.4 The instructive model does not account
for variability in cell differentiation

For a long time cell differentiation for a great many cell lines has
been analysed using a variety of techniques. These analyses have
revealed stochastic variability in the differentiation of numerous tis-
sues which is not compatible with a deterministic model. This vari-
ability may be manifested in various ways: either each individual
cell of a single population differentiates with a chronology that
varies from one cell to another, or the descendants of the individ-
ual cells vary as regards their differentiated cell content. Such vari-
ability, which can only be modelled using stochastic models, has been
observed in a variety of organisms, ex vivo and in vivo, with a num-
ber of experimental techniques and for many cell lines. Jim Till and
his team (1964) put forward the first stochastic model to account
for variability in the differentiation of haematopoietic stem cells.
Following this, similar work has been performed on cells of the
immune system, blood, skin, liver, bone, intestinal and heart cells,
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as well as on embryo cells at the blastula and neural crest stages
(Till et al., 1964; Nakahata et al., 1982; Godsave and Slack, 1991;
Barrofio and Blot, 1992; Yamada et al., 2007; Bennett, 1983; Lin
et al., 1994; van Roon et al., 1989; Bohme et al., 1995; Davis et al.,
1993; Paulus et al., 1993). This list is not exhaustive.

6.2.5 The instructive model does not account
for stochastic gene expression

A great many molecular processes could be the origin of variability
in cell differentiation. Thanks to techniques which can analyse gene
expression in individual cells, a vast amount of experimental data
has now accumulated which demonstrate that this phenomenon is
itself a stochastic process and that it is here that variations giving
rise to cell differentiation could be produced.

According to the deterministic model, identical cells in a uni-
form environment ought to express the same genes, but that is just
not the case. There are always differences of expression between
individual cells. A gene expressed in one cell is not necessarily
expressed in another cell of the same population. This was origi-
nally demonstrated with regard to the expression of the proteins of
many cellular or viral genes (Ko et al., 1990; Ross et al., 1994;
Fiering et al., 1990; White et al., 1995; Takasuka, 1998). In muscle
cells with several nuclei, the different nuclei, while nevertheless
sharing a single cytoplasm, do not express the same genes. It has
been demonstrated in this case that the variability of expression is
located directly at the level of the gene transcription into RNA
(Newlands et al., 1998). We have also detected variability in the
transcription into RNA of the insulin receptor gene (Heams and
Kupiec, 2003). 

These results have been confirmed by even more spectacular
experiments revealing differences in expression between the two
chromosomes of a diploid cell which each carry an allele of the same
gene. Such heteroallelic difference in expression has been observed
for many genes (Chess et al., 1994; Wijgerde et al., 1995; Held et al.,
1999; Holländer, 1999; Rivière et al., 1998; Jouvenot et al., 1999;
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Nemazee, 2000) and it is difficult to see how it could be compati-
ble with the deterministic model. The latter indeed predicts that
genes in the same microenvironment, and therefore influenced by
the same transcriptional regulatory factors, should be in the same
state of activity or inactivity. Yet this is not the case for all these
genes. Their alleles are located in the same nucleus but they are not
expressed in the same way on the two chromosomes that carry
them. The simplest interpretation to explain this is that gene
expression is a stochastic phenomenon. An allele is expressed on one
chromosome but not necessarily on the other at the same time, for
each allele only has a certain probability of being expressed at a
given moment. This explanation has been confirmed by experi-
ments, in which in the bacterium Escherichia coli and the yeast
Saccharomyces cerevisae, two copies of a single gene, artificially
placed in strictly identical intracellular contexts, are not tran-
scribed in the same way at a given moment. Their expression
undergoes major stochastic fluctuations (Elowitz et al., 2002; Raser
and O’Shea, 2004).

All these data suggest a probabilistic interpretation, advanced
by most of the authors. Activation of gene transcription would seem
to be limited by assembly of the protein complex which initiates it.
Very many different molecules participate in forming this complex
but there are very few of some of these proteins in the cell nucleus.
As they have to diffuse right to the transcription initiation site to
assemble, this is a rare occurrence and there is only a small proba-
bility of it occurring at any given moment. When it does occur,
after the gene has been transcribed and the complex has dissoci-
ated, it is repeated after a period which varies randomly from one
time to the next (McAdams and Arkin, 1999; Hume, 2000; Paldi,
2003; Coulon et al., in press). A considerable amount of work has
been done to analyse this phenomenon precisely and quantitatively.
The result from it is that the stochastic expression of genes is nowa-
days considered an unquestionable fact (Kaern et al., 2005; Raser and
O’Shea, 2005; Kaufmann and van Oudenaarden, 2007; Heams, in
press). From a philosophical point of view, it can be interpreted objec-
tively (Merlin, in press).
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Now, it has to be said that this raises a critical question. Gene
expression is the elementary stage of the genetic programme: how
is it possible for it to be a stochastic phenomenon while the genetic
programme is deterministic by definition? Two answers to this can
be envisaged. Either stochasticity is noise affecting the controlled
functioning of the genetic programme, in which case the cell must
have developed mechanisms to eliminate its potentially negative
effects, or normal gene expression is really an intrinsic stochastic
process and the cell exploits this stochasticity to bring about
its functions. In this case the idea of a deterministic genetic pro-
gramme would have to be abandoned. The latter option seems to
have been reinforced by a series of experiments, which have indeed
shown that it is the stochastic expression of genes that is at
the origin of cell differentiation in unicellular and multicellular
organisms (Becksei et al., 2001; Blake et al., 2003; Isaacs et al.,
2003; Wernet et al., 2006; Maamar et al., 2007). However, these
results require to be further generalised, above all to embryonic
development.

6.3 The Darwinian theory of cell differentiation

6.3.1 From differentiation to cell identification

In the instructive model, cells differentiate due to the influence of
signals they receive. The Darwinian model is based on quite differ-
ent logic. It takes as its starting point the non-specificity of proteins
which induces a number of stochastic molecular interactions, the
occurrence of any of which is probable. 

In an individual cell, certain of all the interactions that are pos-
sible take place, but owing to their probabilistic character, the same
interactions do not occur in each cell of a cell population. Cell
diversity originates from this probabilistic process.

In the diagram shown in Fig. 20, the two cells A and A′ are
identical. Two random molecular events may be produced there,
b or c (each corresponding to non-specific interactions between at
least two molecules. For an example, see Fig. 21). These events
permit the stochastic expression of two different sets of genes and
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depending on which set is expressed, the cells differentiate into
type B or C.

Interactions between cells do occur in this model, but their
function is not to induce their differentiation as is the case in the
instructive model. They select or stabilise the cells which differen-
tiate randomly. In Fig. 20, the interaction between cells B and C
leads to selection (or stabilisation) of B by C and of C by B, and
therefore to their coordinated differentiation. 

Unlike the instructive model, in the Darwinian model the pre-
cision of embryonic development is not based on the precision of
molecular events, as prescribed by the principle of order from
order. Two factors play complementary roles. Firstly, there is a
population effect. While random events cannot be reproduced in
the cell or the individual molecule, they are reproduced, statisti-
cally, in cell or molecular populations, in which they do so with sta-
ble mean frequencies subject to variations depending on the size of
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FIGURE 20. The Darwinian model of cell differentiation. The cells A and A′
differentiate into B or C depending on the random molecular interactions b or c which
are produced. Cellular interactions are also involved in the selection or stabilisation
of these randomly obtained phenotypes.
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the population. The larger the size of the population, the less the
variability (see chapter 2). Secondly, selection also refines precision
because it imposes organisation between the types of cells. Thus in
the model of the heap of cells (Fig. 16), multiplication of the dark
and light cells is interconnected through indispensable metabolic
exchange. In the same way, in Fig. 20, cells A and B are interde-
pendent; one cannot exist in a stable manner without the other.
Jim Till (1981) suggested a Darwinian model for the differentia-
tion of haematopoietic cells. We also suggested this, from a theo-
retical analysis, as a general model of cell differentiation based on
the stochastic expression of genes, first of all during a colloquium
(Kupiec, 1981), then in an article (Kupiec, 1983). At that time,
suggesting that cell differentiation and gene expression might be
probabilistic phenomena was considered by most biologists as
extremely eccentric, to put it mildly! Let us however concentrate
on our discussion.

This model does resolve the difficulties of the deterministic model.
It is based on the non-specificity of molecules which induces random
events, it explains why a diversity of cells is produced from a homo-
geneous population and it integrates stochastic gene expression.

However, it in turn raises a question because it inverts the prob-
lem of differentiation, as it is usually posed. The Darwinian model
implies that, owing to random interactions between molecules which
are inherent in them, cells can change state and initiate differentia-
tion without the intervention of an inducer signal. This prediction is
compatible with experimental data which has shown that cells are
spontaneously transformed in the absence of a signal triggering
transformation when they are cultured outside the internal envi-
ronment of the organism (Rubin, 1990). This phenomenon is well
known to those cultivating cells and obliges them to clone cells reg-
ularly so that they keep their original characteristics; otherwise,
they transform and change phenotype uncontrollably. It is usually
thought that this phenomenon is of no significance, that it is an
artefact connected with cultivating cells, and does not contribute
any relevant information to differentiation produced in vivo in the
organism. For the Darwinian model it assumes, in contrast, essen-
tial significance. It reveals the non-specific and probabilistic nature
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of cell differentiation. Having escaped from the selective constraint
that the internal environment exerts over the organism in vivo, cells
transform spontaneously owing to stochastic molecular interactions
which are no longer channelled. In this context, what poses the
problem is not so much explaining why two cells are different from
each other, but rather understanding how, despite this inherent ten-
dency to differentiate, homogeneous tissues of identical cells can
form in the organism. The problem is not one of cell differentiation
but of their ‘identification’. To resolve this, what cell selection con-
sists of must be more precisely explained.

6.3.2 From metabolic selection to stabilisation
by the ‘signal-food’ 

The increase in complexity of organisms arises not only from struc-
tural and functional innovation but also from their biochemical evo-
lution which is characterised by the appearance of molecules with
new properties. In ontophylogenesis, the origin of multicellularity lies
in metabolic selection, but that obviously does not exclude the
appearance of more sophisticated mechanisms in the course of evolu-
tion. Cell regulation in organisms existing nowadays is accomplished
by molecules such as hormones or growth factors. These molecules
have no nutritive value per se and seem to operate as signals. As with
increase in the complexity of functions, this biochemical evolution
does not invalidate the Darwinian model but improves it.

The instructive model comes up against non-specificity of the
signals and leads to the same contradiction as genetic determinism.
On the other hand, in a selective mechanism, the molecules which
constitute the cell’s microenvironment do not need to exert a
specific effect since it is an adaptive mechanism, based on the
stochastic behaviour of the cell. Sergei Atamas performed an analysis
of the greatest importance on this subject. We know that antibody
synthesis takes place according to a selective mechanism (see the
introduction to this chapter). From a strictly formal point of view,
there is therefore no difference between the function of a nutrient
which allows selection of an animal in an ecosystem and that of an
antigen which produces the same effect on a lymphocyte in the
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immune system. Of course, we spontaneously tend to think that
these two systems have nothing in common, but if we think of them
in a more abstract way the processes that take place are the same
in both cases. A chemical substance, the nutrient or the antigen,
permits the selective proliferation of an entity, the animal or the
lymphocyte, and in both cases, the substance is broken down dur-
ing interaction with the entity. Usually, the antigen is considered as
a signal to the lymphocyte to proliferate and the nutrient just as
the animal’s food. This arbitrary way of creating classes, separat-
ing these chemical substances, depends on our subjectivity. It would
be equally justified to consider the antigen as the lymphocyte’s food
and the nutrient as a signal to the animal to proliferate. In reality,
neither of these stances is valid. The nutrition metaphor to describe
these biochemical substances is no more relevant than the informa-
tion metaphor. We must avoid falling into the trap of oversimplifi-
cation. As biology is not a mathematical science, we have become
trapped in the language. For a formal model representing these
processes towards which scientific practice must move, it is neces-
sary to create a new concept to describe what Atamas calls the
‘signal-food’ (1996, 2003).

To give an objective definition to the signal, the argument is
often put forward that it exerts its effects at very low concentration
and that it has no nutritive value in itself. However, all biochemical
networks are interconnected in a cell. When a cell receives a signal
(or a set of signals) which induces its differentiation and prolifera-
tion during embryogenesis, the chain of reactions participating
in transduction of this signal must end in activating the cell’s
metabolism thus permitting the biosynthesis required. Leaving our
subjective classifications aside, what happens here is a series of
chemical reactions interacting one with another, and, in this
respect, what we call signal transduction is nothing but extreme
sophistication of the metabolism which, in the Darwinian model,
permits the cell to adapt to its microenvironment. The signals are
part of it in the same way that trophic substances are. We might
then also call them ‘selectors’. In the rest of this book, we shall,
from habit, call them either signals or selectors.
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6.3.3 Role of signals in the Darwinian model

The signal is always interpreted according to an instructive and
deterministic model. If this model is wrong, what is its role, since
in general it has no nutritive value per se? 

The Darwinian model relies on selection of stochastic molecular
events which change the properties of cells and let them adapt. The
frequency of these events in this model is a key parameter. If it is
very low, the cells will have a stable phenotype: their characteris-
tics will not change. In contrast, if this frequency is high, the cells
will be very unstable. Now it happens that this frequency itself
depends on the stability of the molecular interactions.

Let us consider the simplest example possible. A single molecule
of a regulator R can activate two genes a and b by binding to their
promoter sites. When the molecule R has bonded to the promoter of
a, it can escape by dissociating and diffusing as far as b in order to
activate it (Fig. 21). The probability of this event of stochastic
molecular recombination occurring depends on the stability of the
molecule’s bond with a. The more stable it is, the less dissociation
there is and consequently the lower the probability of the molecule
diffusing towards b. Conversely, the less stable the bond, the higher
is this probability. It will be the same for all remodelling of the
cell’s protein complexes, whatever function they are involved in.
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FIGURE 21. Influence of the stability of random molecular interactions in gene
expression. The DNA wound around the spherical protein structures in the chro-
matin, called nucleosomes, is not expressed (thick line). This fibre has to be
unwound to be accessible to gene transcription proteins (thin line). In these regions
open to transcription, in order for a regulator R to be able to diffuse from gene a
to gene b, it must first detach itself from a. How frequently this event occurs
depends on the stability of the bond between R and a.
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Looking at the situation in the context of the Darwinian model
of differentiation, if the cell could adjust the stability of its state,
i.e. the stability of the molecular interactions, depending on its
needs, that would mean its functioning would have considerably
developed; in other words, the cell would be in an unstable state
when it is in an unfavourable microenvironment and conversely, in
a stable state when in a favourable microenvironment. This would
increase the probability of it changing phenotype and adapting to
this microenvironment when necessary. In the example of the heap
of cells (Fig. 16B), those in its upper part are in an environment poor
in nutrients and their metabolism is slowed. It is therefore prefer-
able for them to be in an unstable state which would allow them to
change phenotype and adapt. On the other hand, the cells in the
lower part of the colony are in an environment rich in nutrients and
their metabolism is active. It is therefore preferable for them to be
in a stable state and not to change phenotype.

In the Darwinian model, the function of signals is to induce
these changes in stability depending on the needs of the cell
(Kupiec, 1996, 1997). 

6.3.4 Mode of action of a signal (selector,
signal-food )

The stability of a cell state depends on the stability of the bonds
between the molecules. This stability depends in turn on post-
translational or epigenetic modifications of the proteins. For example,
the phosphorylation state of proteins modifies their binding prop-
erties. This is a well established fact, especially as concerns gene
expression regulatory factors binding with their target sequences in
DNA (Li et al., 1994; Xu et al., 1994; Bourbon et al., 1995; Lefebvre
et al., 1995; Takenaka et al., 1995). Gene expression and the cell
type that ensues from it are thus more or less stable depending on
the state of phosphorylation of these proteins. This state of phos-
phorylation itself depends on signalling pathway enzymes activated
by signals (see for example Hill and Treisman, 1995), so the latter
have a direct influence on the stability of intermolecular bonds in
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the chromatin, and in this way control the stability of gene expres-
sion and cell type (Kupiec, 1996, 1997).

It is important to understand here that the action of the
‘signal-food’ in this selective context is non-specific. It only occurs
to stabilise (or destabilise) a situation which in the first instance
has been randomly produced, not to induce it in a deterministic
mode.

Another thought experiment illustrates this in the context of
the most rudimentary organism possible. This organism is com-
posed of two cells each of which has a single chromosome carrying
two genes a and b which can be activated stochastically by a single
regulator molecule R as illustrated in Fig. 21. These two genes a
and b code for the proteins A and B. These two proteins are signals
localised in the cell membrane; their interaction activates a sig-
nalling pathway, within the cells, that leads to phosphorylation of
the regulator R. The phosphorylation causes R to be stabilised on
its binding site in the DNA. The stabilisation is non-specific.
Regardless of whether the stabilisation concerns R in a or b, the
same signalling pathway is always used. Once the germinal cell of
this organism has divided into two cells, three random cell combi-
nations are possible, AA, BB or AB. Out of these three possible
outcomes, only AB leads to stabilisation of the cell types, owing to
interaction between the proteins A and B and the subsequent sta-
bilisation of R on the genes a and b in the two cells. The interac-
tion of the signals therefore selects the combination AB. Until this
combination is effected, the cell types are unstable. They change
stochastically because the regulator R is not stabilised on the DNA.
This mechanism thus forces the organism to evolve towards its stable
‘adult’ state (Fig. 22).

This stabilisation mechanism has been supported by experi-
mental data which have shown that, as predicted, binding of the
proteins giving structure to the chromatin, such as HP1 and his-
tones, to DNA or to their protein partners, is very unstable in
murine stem cells but is stabilised when these cells differentiate.
These proteins control gene expression by determining the general
organisation of the chromatin (Meshorer et al., 2006). 
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Signalling pathways also lead to other epigenetic reactions such
as acetylation and methylation. All the epigenetic modifications of
proteins and DNA could therefore be involved in stabilisation by
signals (Paldi, 2003). 

6.3.5 Experimental data relating to cell selection
and stabilisation

In the Darwinian model, interactions between cells are selective or
stabilising, which agrees with many experimental observations.
Embryogenesis of most organs is effected through differential mul-
tiplication of the cells, those relating to the organ being formed
multiplying more quickly than neighbouring cells in the embryo.
This has been demonstrated for organs as varied as those of the
genito-urinary system, the nervous system, the heart, the liver, the
ear, the limbs, the spinal cord etc. During embryogenesis, episodes of
massive cell death occur which ‘sculpt’ the organs and are essential
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FIGURE 22. Stabilisation of cell types by signals. Only the interaction of the mem-
brane proteins A and B corresponding to the simultaneous presence of R on genes
a and b in two different cells triggers its phosphorylation and stabilisation on
genes a and b respectively. The result is coordinated stabilisation of the cell types
A and B.
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to its normal development (Michaelson, 1993; Penaloza et al.,
2006). Conceived conventionally, this cell death is said to be dic-
tated by the genetic programme, with programmes existing to
control it. However, this theory comes up against the same problem
as cell differentiation. How can these programmes function with non-
specific molecules? In the context of a deterministic view of the cell
based on specific signals leading to very precise regulation, the very
existence of this cell death is problematical. Why would the genetic
programme create cells and subsequently destroy them? If cell dif-
ferentiation is a selective process, on the other hand, it is normal for
cells to die from the moment when they are not adapted to their
microenvironment or if there are too many of them relative to the
resources available (Kupiec, 1986; Glisse et al., in press). 

Several observations corroborate this interpretation. Growth
factors very frequently act as trophic factors necessary for survival.
They do not stimulate multiplication of the cells but their presence
is essential to avoid the death of cells. During embryogenesis of the
brain of vertebrates, 20 to 80% of the neural cells die (Gordon,
1995). A major proportion of this cell death is connected with the
rarity of growth factors, only the neurons that have an adequate
quantity of them survive (Vyas et al., 2002). 

Experiments performed on the development of the wing of the fly
Drosophila melanogaster confirm the Darwinian explanation of cell
death. In flies with two types of genetically different cells, some meta-
bolically more active than others, the cells compete during develop-
ment of the wing to avoid cell death. This competition is related to
a ‘decapentaplegic’ survival factor and is an integral part of the
embryogenesis process of the wing. This factor is usually considered
a signal but for the Darwinian mechanism it really acts as a resource.
In this competition, the cells with the more active metabolism
monopolise the decapentaplegic factor, proliferate more rapidly and
take it up to the detriment of the less active cells, which die (Moreno
et al., 2002; Moreno and Basler, 2004; Diaz and Moreno, 2005).

The stabilising role of signals is equally supported by experi-
mental data. Wnt proteins are growth factors which play a major
role during embryonic development (Logan and Nusse, 2004). In the
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Drosophila embryo, expression of the gene engrailed depends on the
protein Wingless (the equivalent of Wnt in this organism). In the
absence of Wingless, engrailed can still be expressed initially but
this is soon interrupted instead of being maintained as is the case
when Wingless is present. The result has been confirmed by a series
of further observations of similar significance (Arias and Hayward,
2006). In line with the Darwinian model, these data show that Wnt
proteins do not play the role of inducer but rather of stabiliser in
the stochastic expression of genes (Kupiec, 1996). 

Major mortality occurs among blood cells, which are continu-
ously replaced by cells that differentiate from stem cells. This
haematopoiesis is regulated by a large number of proteins called
cytokines which transduce their signal within cells via enzymes
known as Janus kinases (JAKs) and gene transcription regulators.
There are more than 50 cytokines for just four JAKs and seven
transcriptional regulators. This system thus provides a good exam-
ple of the non-specificity of molecules which underlies cell differen-
tiation. We have already mentioned the experiment in which the
erythropoietin (EPO) receptor was replaced by that of prolactin,
resulting in blood cells differentiating normally under the action
of prolactin, which usually acts in a different cell line (chapter 4,
§4.3.2). A series of similar experiments has been performed with
other cytokines and other haematopoietic cells and confirms that
it is the state of the cell which determines its differentiation and
not the chemical nature of the signal it receives. Furthermore, dif-
ferentiation of haematopoietic cells can also take place normally
if any cytokine deficiency is compensated for by the expression of
a survival factor (bcl-2). These experiments indicate that the
function of cytokines is not to specifically induce differentiation
but simply to allow the survival and multiplication of cells
(Robb, 2007).

6.3.6 Testable predictions of the Darwinian model

A theoretical model should propose predictions that can be tested
and initiate a research programme, which is the case with the
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Darwinian model. If the variability of gene expression is an essen-
tial biological parameter at the root of cell differentiation, and not
simply noise due to the way a deterministic genetic programme
functions, it should be possible to correlate the two phenomena,
and that correlation should be compatible with the Darwinian
model. Indeed, the latter predicts that during cell differentiation
the variability of expression between cells itself must vary quanti-
tatively. This variability may be expected to increase as long as the
cells are not adapted to their microenvironment, because the genetic
expression is not stable, and in contrast, decrease when the cells
differentiate to adapt to this microenvironment, since a particular
profile of genetic expression is selected and amplified corresponding
to the cell type selected. No such evolution in variability is expected
if the latter is the result of experimental noise independent of the
physiological state of the cells (Heams, 2004). We can make an
additional prediction concerning the molecular basis for this restric-
tion in variability: as we have indicated, in the Darwinian model,
signal transduction controls the variability of genetic expression via
protein phosphorylation. This phosphorylation can be experimen-
tally altered by various means, aiming, for example, at inhibiting or
activating, even over-activating, the phosphorylation and/or dephos-
phorylation enzymes. This treatment should also therefore alter the
restriction in variability of expression during cell differentiation and
disturb its occurrence.

The first of these two predictions has started to be validated.
When human embryonic cells cultured ex vivo multiply until they
saturate the culture dish, they undergo physiological transforma-
tion called contact inhibition which causes them to cease multiply-
ing. The variability of gene expression increases in this phenomenon
in the first instance when the cells arrive at saturation and certain
cells of the population are stabilised with a new gene expression
profile (Neildez-Nguyen et al., 2008; Stockholm et al., in press).

Thanks to the collaboration of several researchers with comple-
mentary skills, these predictions of the Darwinian model have
been greatly developed and are the subject of a specific experi-
mental research programme (Guillaume Beslon, INSA-Lyon; Olivier
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Gandrillon, CNRS, UCB-Lyon; Jean-Jacques Kupiec, INSERM,
ENS-Paris; Andras Paldi, EPHE, Généthon-Evry).

6.4 Simulation of the Darwinian model

Computer simulation is another tool with which the validity of a
theoretical model can be tested. We used this approach and created
a computer program which brings into play virtual cells subjected
to the rules of the Darwinian model (Laforge et al., 2005; Glisse
et al., in press). This work was done in cooperation with physicists
of the Pierre and Marie Curie University (Paris). Before describing
our simulations, we need to explain a point of methodology.

Modelling does not consist in reproducing all aspects of reality,
but is bound to be a simplification and abstraction of it. Otherwise,
it is not modelling. Let us take the example of cell modelling
which concerns us here. If we were to create a computer program which
reproduced all the aspects and all the details of a real cell, it would no
longer be a model but a virtual copy of the cell. Since it would be as
complex as the original, this copy would be just as difficult to analyse,
and would therefore be of little use. A model should only seek to
capture one aspect of the reality and help us understand the con-
tribution of this aspect to the real phenomenon which is necessar-
ily always more complex. In our simulations, our aim was not
therefore to mimic a particular situation by precisely describing all
the parameters of a cell, but to analyse the general properties of the
Darwinian model. The question we asked was as follows. If in a real
complex cell there is a Darwinian mechanism based on chance and
selection, what is this mechanism’s contribution to the behaviour of
the cell? More specifically we wanted to know whether it is in a
position to create organised tissues reproducibly despite its proba-
bilistic nature. We also wanted possibly to bring to light its non-
trivial properties. Our simulations are, to some extent, thought
experiments assisted by computer, allowing us to explore the model
by going beyond what it is possible to do simply by reflecting.
To perform them, we constructed the very simplest idealised cell
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model. The results we obtained show that it had certain properties
essential to embryogenesis.

6.4.1 Interstabilisation and autostabilisation
produce different effects

In the first instance, we produced a simulation with which we could
only test the effect of cell stabilisation. In this simplified version,
two cell types, RED and GREEN, fill a two-dimensional matrix.
Each box of the matrix represents one cell which may be either of
the two types, its identity being chosen by chance. At each simula-
tion step, the cell can change type randomly. This is the proba-
bilistic component of the model. However, the probability of its
changing type depends on its environment which itself depends on
the activity of the other cells of the population. The RED type of
cells synthesises red molecules and the GREEN type of cells
synthesises green molecules, these molecules diffusing in the matrix.
At any moment therefore, a cell is in an environment characterised
by concentrations of these red and green molecules.

The value for the probability (p), between 0 and 1, that a cell
will change type is a function of these concentrations of red and
green molecules. When p = 0, the cell is stabilised. This is the sta-
bilising component of the model (Fig. 23). We tested two possible
methods of stabilisation. Interstabilisation is stabilisation of a cell
type by the molecules produced by the other cell type. In this case,
cells of the RED type are stabilised (p = 0) when there is a large
concentration of green molecules in their environment (when they
exceed a certain threshold) and, in parallel, cells of the GREEN
type are stabilised (p = 0) above a threshold concentration of
red molecules. Autostabilisation is stabilisation of a cell type by the
molecules which it synthesises. Here, RED is stabilised by red mol-
ecules and, likewise, GREEN by green molecules.

Figure 24 shows a typical result obtained for each method of sta-
bilisation. At the start of these simulations, the matrix is filled with
cells the type of which is selected at random (p = ½ for each cell
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148 The Origin of Individuals

A RED type of cell
synthesises red molecules

A GREEN type of cell
synthesises green molecules

A cell can change type
with a probability P which depends on
the concentrations of red or green 
molecules in its environment

When x (concentration of molecules) 
increases, owing to cell activity, 
P decreases until the cell is stabilised

FIGURE 23. Characteristics of simulations of the Darwinian model of differentia-
tion. The probability p for a cell of changing type at a given moment is a function
F(X), X being the concentration of molecules in the cell environment at this
moment. This function depends on two parameters β and C0. β allows the slope of
the function to be varied (examples: the blue, green and red graphs are obtained
for various values of β with C0 constant). C0 allows the value X to be changed for
p ≈ ½ (examples: the green and black graphs are obtained for two different values
of C0, with β constant). Depending on the values of β and C0, the cells are stabilised
at different molecular concentrations. The simulations are also controlled by a
series of parameters the values of which may be changed: rate of synthesis of the
molecules, rate of degradation, speed of diffusion of the molecules. During a sim-
ulation, cells stabilise in a type when the concentrations of red and green mole-
cules increase. The aim of the simulation is to find out whether the states of
equilibrium generated for the system produce organised structures with properties
relevant for a biological system.

type), and the simulation continues according to the rules defined
until the population of cells is possibly completely stabilised.

In both cases the population evolves towards a stable state, but
as can be seen, interstabilisation and autostabilisation exert very
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different effects. In the case of interstabilisation (Fig. 24A), small
areas of cells of each type are intertwined in the matrix whereas
with autostabilisation, large homogeneous areas are produced
(Fig. 24B). If the experiment is repeated several times, the cell
population always becomes stabilised, with interstabilisation always
producing small areas and autostabilisation always producing large
areas. This difference between interstabilisation and autostabilisa-
tion can be easily understood. In the case of interstabilisation, one
cell will promote the stabilisation of cells of the other type in
its environment, which produces small areas. In the case of autosta-
bilisation, one cell will promote stabilisation of cells of its own type,
which produces large areas. This is reminiscent of lateral inhibition
and lateral induction phenomena during embryogenesis. Lateral
inhibition occurs when a cell inhibits the formation of adjacent
cells of the same type, whereas lateral induction is the reverse. In the
former case, mosaic tissues are formed from different cells alternating,
whereas in the latter, homogeneous tissues are produced (Lewis, 1998).

Hetero-organisation 149

interstabilisation autostabilisation

FIGURE 24. Inter and autostabilisation. Interstabilisation is stabilisation of a cell
type by the molecules of the other type (e.g. RED type by green molecules).
Autostabilisation is stabilisation of a type by its own molecules (e.g. RED type by
red molecules). In both cases the cell system stabilises but interstabilisation pro-
duces small areas of cells while autostabilisation produces large ones.
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Autostabilisation is therefore necessary for producing tissues
with a certain degree of spatial extension. In a probabilistic context
where it is a question of stabilising cell types, this result confirms
the importance for their propagation of positive retroaction loops
(Lewis et al., 1977).

However, in the two cases of inter- and autostabilisation, the
shape of the areas cannot be reproduced from one simulation to the
next, therefore we modified the model.

6.4.2 Cell selection creates organised structures 

Following these preliminary results, we improved the model by
adding a cell selection mechanism. In the first version of the model,
the cells did not multiply nor did they die. In this second version,
the cells function in line with the autostabilisation model so that a
certain expanse of tissues is obtained, and in addition, they are
interdependent for survival and multiplication. This means that, to
survive and be able to divide, a cell must metabolise a certain quan-
tity of molecules produced by the other cell type. The red and green
molecules thus have pleiotropic effects. They are involved in the
autostabilisation of their original cell type and in selection of the
heterologous cell type. They are analogous in this respect to real
growth factors which are proliferation, survival, or differentiation
factors depending on the cell context (see for example: Fortunel
et al., 2000; Tjwa et al., 2003). 

To sum up, therefore, in this improved model, in each RED or
GREEN type of cell and at each stage of simulation: 

(a) red or green molecules are synthesised; 
(b) some of the molecules are broken down; 
(c) the molecules not broken down diffuse; 
(d) the identity of the cell is determined by a law of probability

which is a function of the red or green molecular concentra-
tions, and is identical to that used in the first version of the
model and systematically used depending on the mode of
autostabilisation; 
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(e) if the cell is RED, it metabolises green molecules. If it is GREEN
it metabolises red molecules. Depending on the concentration of
these molecules, the cell either dies, if there are not enough,
divides if it can metabolise enough of them, or stays alive with-
out dividing until the next simulation step. This is the aspect of
the model that corresponds to cell selection. The only cells that
survive and proliferate are those of a type adapted to their
microenvironment determined by the concentrations of red and
green molecules.

The results obtained with this model are very much more con-
clusive than those obtained with the first version without cell selec-
tion. An organised tissue structure is produced in a way which is
reproducible.

Figure 25 shows the typical result of a simulation. To start with,
the matrix is seeded with 16 cells the types of which are chosen at
random (Fig. 25A). The growth of these cells gives rise to a longi-
tudinal structure composed of two cell layers, RED and GREEN
(Fig. 25B). The limit between these two layers is well defined
throughout the length of the structure and the thickness of the lay-
ers is regular. This bilayer of cells continues to grow longitudinally
(Fig. 25C) until it reaches an ‘adult’ state when growth ceases
(Fig. 25D). From this moment, the simulation may be allowed
to continue but the cells will not multiply further and the bilayer
of cells will remain as it is. This structure possesses an invariable
characteristic — its organisation in a bilayer, and a variable charac-
teristic — its longitudinal shape. In other words, if we perform other
simulations starting with 16 new cells selected at random, with iden-
tical parameter values, the bilayer created will always have the same
characteristics (thickness of the layers of RED and GREEN cells)
but the longitudinal form of it will be different (see for example
the structure of Fig. 26A). However, in some simulations, the
bilayer does not form and if this is the case, in general all the cells
die. More rarely, they remain in a disordered state. This mortality
is compatible with experimental reality. In all species there is a
considerable level of embryonic mortality which is in large part
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A RED type of cell metabolises 
green molecules to survive and proliferate

A GREEN type of cell metabolises 
red molecules to survive and proliferate

A: simulation step = 0 B: simulation step = 60

C: simulation step = 160 D: simulation step = 400

FIGURE 25. Formation of an organised tissue structure. The principles of the
previous model are retained (the autostabilisation version) but cell selection
is added in the form of interdependence for survival and proliferation. A cell 
must metabolise a minimal quantity of molecules produced by the other cell type.
This selective model involves new parameters — quantities of molecules necessary
for survival and cell division. It induces the formation of an organised tissue struc-
ture as a bilayer of cells.
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unexplained but is predicted by a probabilistic theory of embryo-
genesis (Kupiec, 1983). In our computer model, this rate of failure
can be reduced to less than 10% by optimising the values of the
parameters.

If we perform a large number of simulations, we create the
equivalent of a virtual species: a series of structures forms which are
different from each other even though their tissue organisation is
common to them all. This phenomenon is similar to what happens
in a biological species in which all the individuals are different even
though they share the same organisation. In certain species, such as
those of mammals, variability from one individual to another is rel-
atively limited. In other species, such as certain plants, it can be
much greater. Our virtual species is obviously very simple and
scarcely constrained compared with a real species, so its longitudi-
nal variability is great.

The mechanism brought into play here is different from a
reaction-diffusion or self-organisation phenomenon. In these the-
ories, the change of state of a system depends on specific reac-
tions between its components and on differences in their diffusion
speed. Randomness is only involved as a fluctuation setting off
the deterministic dynamics which make the system swing from
one state of equilibrium to another. From the moment the
dynamics are set in motion, there will always be a change in the
state of the system (see Fig. 3). In contrast, the Darwinian model
involves an intrinsically probabilistic mechanism based on non-
specific reactions (cells changing type according to probabilistic
laws) subject to a selective constraint (interdependence for
proliferation). Due to the intrinsically probabilistic character of
this model, from the moment the proliferation of cells is triggered
there is always a certain rate of failure in their forming a cell
bilayer structure. In addition, even though the values of the
parameters of diffusion are identical for the two types of molecule
(which is the case for the examples we are presenting) the sys-
tem is being structured. This structuring does not depend there-
fore on a difference in diffusion, as a reaction-diffusion model
implies.
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6.4.3 Spontaneous growth arrest is the result
of equilibrium between cell selection
and phenotype autostabilisation

Not only does simulation of the model generate a reproducible cell
bilayer, but this structure also spontaneously stops growing, as does
a real adult organism. This is not a trivial property. There is no rule
specifying possible cessation of the multiplication of cells in the
computer program controlling the simulations. This is a property
intrinsic to the Darwinian model, generated by the way it functions.

The arrest of longitudinal growth can be easily understood. Due
to the toroidal structure of the space represented by the matrix, the
two ends of a bilayer always end in meeting to form a loop which
prevents longitudinal growth. On the other hand, the arrest of lat-
eral growth is much more remarkable. To multiply, a cell needs mol-
ecules produced by the other type of cell. Since these molecules
diffuse, they form concentration gradients decreasing as they move
away from their source. This means that the concentration of red
molecules decreases starting from the RED layer of cells as do the
green molecules similarly, but from the GREEN layer of cells.
We have analysed the concentrations of molecules in cross-sections
of the bilayer and have checked that these gradients do indeed exist.
It is therefore normal for the cells to stop dividing in the external
zones of the bilayer through lack of molecules. The RED type of
cells situated in the external zone of the RED layer do not have
access to a sufficient number of green molecules to be able to
multiply and, similarly, the external GREEN type of cells lack red
molecules. However, on the outside of the RED layer there are
sufficient red molecules for the GREEN type of cells to multiply
there and likewise, on the outside of the GREEN layer, there are
sufficient green molecules for the RED type of cells to proliferate —
but that is not what happens. The explanation for this is that in
these zones of the bilayer, due to high concentrations of red and
green molecules, the RED and GREEN cell types are completely
autostabilised (the probability of a cell changing type is zero),
which inhibits the formation of cells of the other type which could
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proliferate. This means that cells ceasing to multiply is the result
of the joint action of mechanisms of interdependence for prolifera-
tion, i.e. selection and autostabilisation. Interdependence prevents
the multiplication of cells that lack substrate because they are too
far away from the source of it, whilst autostabilisation fixes these
cells as the type they have acquired and prevents growth of the
other cell type.

Through this combined action of the two mechanisms, continu-
ation of overall growth of the structure is inhibited. We have
checked the relevance of this analysis by alternately deleting
autostabilisation and interdependence of cells for proliferation from
the model. In both situations total loss of the properties of organi-
sation is observed. Cells no longer cease proliferating spontaneously.
This produces infinitely alternating areas of RED and GREEN cells
which are only restricted by the size of the matrix (Fig. 27C). In as
far as the two processes of interdependence and autostabilisation
themselves depend on the quantitative value of all the parameters
of the model, growth arrest is the result of equilibrium between the
values of these parameters. If we distort these values one by one, it
is possible to induce a loss of organisation properties in the bilayer.
Figure 27A shows the example of distortion of the speed of diffu-
sion. Here, the cell population is again growing infinitely with cells
of the RED and GREEN types overlapping.

6.4.4 A new conception of cancer

The results of the simulations suggest cancer could be seen in a new
light. In conventional theory, the genetic programme not only reg-
ulates the differentiation of cells through the signals it emits but
also their proliferation. The multiplication of a cell is activated or
inhibited by appropriate signals. In the Darwinian model, the func-
tioning logic is quite different. There is no difference between the
cell system in a state of growth and the quiescent system which
might be connected with the action of a signal controlling multipli-
cation. In the simulations, the cells cease to proliferate sponta-
neously without any functioning rule for the model stipulating this.
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When growth stops, it is quite simply because the system has
reached a state of equilibrium in respect of the quantitative values
of its parameters. Disruption to the overall equilibrium of the
system leads to proliferation being resumed. 

To illustrate this we performed another simulation experiment.
In the first instance, we allowed a bilayer of stabilised cells to form
until it stopped growing (Fig. 26A). Then we modified the value
of one parameter involved in cell autostabilisation (the parameter
C0 of the function that determines the probability of a cell chang-
ing its type; see the caption for Fig. 23). We progressed gradu-
ally until we found the limit which destabilises the structure
without destroying it completely. As can be seen in Fig. 26, we
found ourselves looking at localised limited resumption of prolif-
eration, by cell budding from the bilayer. This resumption of
proliferation, which can be produced at different locations on the
bilayer depending on its shape, creates cell masses which are
released into the environment (Figs. 26B, C, D). Similar results
can be obtained if other parameters are modified, for example,
those affecting the quantities of molecules present in the cell
environment.

This simulation experiment suggests that cancer may arise from
such disruption to the equilibrium between the selective action of
the microenvironment and that of autostabilisation of the cell
types, i.e. the stochastic expression of the underlying genes on
which the synthesis of the molecules a and b in the model implic-
itly depends. In an actual organism, the action of a carcinogenic
agent which fixes on a protein could modify its properties of diffu-
sion into the tissues or its fixing on the DNA. Modifications such
as these would lead in turn to upsetting the concentrations of this
molecule in the tissues or destabilisation of the expression of genes,
resulting in imbalance permitting cell proliferation to resume. This
conception of control of proliferation does not mean that DNA
mutation has no role to play per se. Such mutation could produce
identical effects by modifying the properties of a protein.

Obviously a real organism is much more complicated than our
cell bilayer and disruption of the equilibrium of this nature could
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arise from modification of a multitude of factors. We simply want to
suggest that cancer could occur from a similar logic and not from
alteration in the way the genetic programme functions. There is
moreover already a series of experimental arguments in favour of
this conception. Several observations back the role of the cell
microenvironment. Carlos Sonnenschein and Ana Soto have put
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FIGURE 26. Simulation of carcinogenesis. A: A bilayer of cells is in a quiescent state.
B: The cell types are destabilised by modification of the value of the parameter C0:
localised cell proliferation resumes. C and D: This resumption of proliferation gives
rise to the release of cell masses into the environment.
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forward a theory in which cancer is not caused by mutations but by
disturbances arising in tissue organisation and not at molecular level
(Sonnenschein and Soto, 1999). This theory seems to be supported
by tissue graft experiments demonstrating that N-nitrosomethylurea
does not induce mutations in the cancerous tissue itself to exert its
carcinogenic effect. In these experiments, the carcinogenesis mecha-
nism seems to work through deregulation in the tissue adjacent
to the cancerous tissue and not through the direct action of muta-
tion in its cells (Maffini et al., 2004). Mina Bissell and her team have
likewise demonstrated that cancerous cells can become normal again
when they are treated by signalling pathway inhibitors (Kenny and
Bissell, 2003). These data put the role of mutation into perspective
and show that the cancerous transformation of a cell depends on
its environment (van Kempen et al., 2003; Bissell et al., 1999).
They can be integrated into the Darwinian model because it stipu-
lates that tissue organisation depends on the microenvironmental
selective constraint that it exerts on the cells. The model can even
remove inconsistencies between experimental data which are at first
sight contradictory.

Indeed, while the role of the microenvironment in cancerisation
is now a well-established fact, the role of mutation is equally undis-
putable. How can the two be reconciled? Jean-Pascal Capp has
made an interesting analysis of this subject. We have already indi-
cated that according to our model mutation could be involved in
destroying overall tissue equilibrium, but this equilibrium could
also be disrupted due to disturbances in the microenvironment. In
both cases, the cells would be subject to gene expression deregula-
tion since this expression is controlled by the microenvironment.
Deregulation could then affect the genes, which are known to con-
trol rates of mutation, and cause an increase in the latter in the
cells. In turn, through their effects these mutations would con-
tribute to extending cell cancerisation. In this context, mutation is
not therefore the obligatory initial cause of cancer but an effect of
the imbalance between the influence of the microenvironment and
the stochastic expression of genes. It is an aggravating factor in the
process of cancerisation (Capp, 2005, in press).
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6.4.5 The role of morphogenetic gradients
in the Darwinian model

Morphogen molecules form gradients in the embryo (Gurdon and
Bourillot, 2001; Tabata and Takei, 2004). In deterministic theories,
it is acknowledged that cells differentiate specifically according
to their position in these gradients, i.e. according to the concentra-
tion of morphogens in their immediate environment (Wolpert, 1989).
In order to analyse the role of gradients in the Darwinian model
we observed how they were formed at the start of the simulations,
when the bilayer was being constituted. Their formation is simulta-
neous with that of the bilayer: they are the result of the same
dynamics, as the gradients and the cell bilayer gradually and mutually
reinforce each other. The bilayer forms owing to stochastic changes
in the cell types, but this process can only occur because it is sta-
bilised by the parallel formation of the molecular gradients. At the
same time, the cells differentiate according to their position in the
gradients. Cells of the RED type are found where there are most
red molecules and in the same way, cells of the GREEN type coin-
cide with the peak of the green molecule concentration. There is
therefore no contradiction between the Darwinian model and the
existence of morphogenetic gradients.

6.4.6 Does the Darwinian model lead to the
emergence of new properties?

The relevance of the concept of emergence that we have already
questioned (chapter 5) can be re-assessed by simulating the
Darwinian model. Can we consider cessation of the multiplication
of cells in the bilayer, which is a spontaneous non-programmed phe-
nomenon, as an example of emergence? Growth arrest would seem to
be a property at the tissue level of the system, emerging from inter-
actions between cells. To answer this question we must remember
that the concept of emergence presupposes a fundamental plan
explaining the origin of order: the interactions between the compo-
nents of a system brought into each other’s presence induce new non-
predictable properties which appear suddenly and spontaneously
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without the involvement of a cause external to the system itself.
The system becomes qualitatively and irreversibly different from
what it was before. There is thus a discontinuous jump from one
level of organisation to another and the rules of a higher level are
irreducible to the rules of the lower level (inexplicable using the
rules of the lower level).

Simulations of the Darwinian model do not confirm this emer-
gentist assertion, quite the reverse (Kupiec, 2005). Interpreting the
spontaneous cessation of cell multiplication in our simulations as an
emergent property of this nature is totally mistaken. 

Figure 27 shows the results of five simulations. All these cell
populations were produced by the same model that produced the
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FIGURE 27. Organisation gradient. Quantitative variation in the parameters of the
model causes the gradual appearance of the bilayer of cells, yet the model always
remains the same qualitatively. There is no discontinuity or irreversibility in setting
up this ‘organisation gradient’.
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bilayer. In each case the rules applying to the cells were strictly
identical, the only differences being in the quantitative values of the
parameters. As we can see, there is gradual movement from a
totally disordered situation to the organised bilayer. There is no
discontinuous break corresponding to the appearance of a new
property which might qualitatively change the system. The order
corresponding to the bilayer is not, by nature, different from the other
disordered cell configurations. In addition, experiments simulating
carcinogenesis (Fig. 26) show that order is not irreversible as would
have to be the case if it corresponded to the emergence of a new prop-
erty. It only needs a minor quantitative modification of a parameter
for it to be destroyed. In fact, we are dealing here with a counter-
example which shows to what point the concept of emergence is a
trap: the simulation illustrates how a property we had not predicted
and which seems to appear spontaneously in tissues can be perfectly
explained and reduced to the rules regulating how cells function.

6.4.7 Is the body a cell ecosystem?

The simulation experiments that we have performed demonstrate
that the Darwinian model has essential properties that one would
expect of a theory of cell differentiation, such as the ability to create
an organised structure, finite growth and reproducibility. Without
demonstrating per se that real organisms comply with this model,
this proves that it is a relevant general theoretical context for
analysing embryogenesis and interpreting experimental data.

Simulations can also be used to evaluate the theory of the body
as a self-organised cell ecosystem, as suggested by Jim Michaelson
(1993) then considered by Pierre Sonigo in collaboration with
Isabelle Stengers (Sonigo and Stengers, 2003). According to
Michaelson, the relationships between the different types of cells of
an organism can be compared to the instances of prey/predator
equilibrium that are established in a self-organised ecosystem. An
imbalance in these relationships is consequently the source of the
diseases which may affect it. This theory should not be confused
with ontophylogenesis. For Michaelson, embryogenesis is indeed
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governed by a selective mechanism, but this selection is purely inter-
nal to the organism. It does not reflect the external selective constraint
which is exerted on the embryo, as is the case in ontophylogenesis
(see Figs. 16 and 17). 

We believe that the metaphor of the ecosystem can be used to
describe the relationships concerning metabolic exchange between
the cells39 but, like any metaphor, it should be used sparingly
because it may be dangerous. On the one hand it helps in under-
standing an aspect of the phenomenon, but on the other it induces
misinterpretations. Embryogenesis cannot be reduced to this.
Ontophylogenesis is a process not of self-organisation but of hetero-
organisation, in which environmental constraints are essential. In
addition, in this process DNA also retains a primordial role for
which there is no equivalent in an ecosystem. It does not just pas-
sively provide the proteins which the cell needs. The way it func-
tions, although probabilistic, involves rules allowing it to have an
influence on the organism (see the following sections of this chap-
ter). This point of view is moreover supported by the result of the
simulations. When autostabilisation is eliminated and cells are
reduced to their metabolic exchange relationships, as occurs in an
ecosystem, they lose their properties for organisation (Fig. 27C).
That does indeed suggest that biological organisation depends on
equilibrium, but it is not a prey/predator (ecological) type of equi-
librium between the parts of the organism. It is equilibrium
between the equivalent of two forces: the pressure of selection that
is exerted on biological structures, and the random non-specificity
of molecular interactions which makes them variable. 

6.5 Models of gene expression

If, as we believe, DNA plays an important role without it being that
of a genetic programme, we must define it more exactly, which we
shall now do.
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39 This metaphor is in fact similar to that of the organism considered as an eco-
nomic system, used by Bernard right from the 19th century (see this chapter, §6.1.3),
of which there are very many variants.
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6.5.1 Networks with noise

The stochastic expression of genes is a phenomenon that has been
undeniably demonstrated. However a great many researchers are
divided in their adherence to two different interpretations. The first
interpretation takes into account the properties of networks of bio-
chemical reactions while the second ensues from analysis of the
structure of chromatin. Neither of these conceptions accounts for
the whole phenomenon. According to the first interpretation, sto-
chastic expression is caused by disturbances which affect the way
gene networks function. We know that between two cells there are
always inevitable little differences in the concentration of molecules
and in the speeds of chemical reactions. These fluctuations may
have considerable consequences if they affect molecules present in
low concentrations, the activity threshold of which is itself fairly
low. The probability of exceeding the activity threshold in certain
cells and not in others is all the greater the lower the activity
threshold of the molecule relative to the fluctuations in concentra-
tion of that molecule. For a transcription factor which has to acti-
vate genes, the transcription noise which results from the
fluctuations can lead to the stochastic expression of these genes and
produce heterogeneity of types in a population of cells which were
identical at the start.

This differentiation will be all the easier if there are regulatory
loops in the gene network (Fig. 28; McAdams and Arkin, 1997,
1999; Kepler and Elston, 2001). This conception thus accepts
stochastic expression without challenging the theory of genetic pro-
gramming. It reduces randomness to noise that improves the way
the programme works by permitting cell lines to bifurcate. Yet it
still assumes that there is a microscopic network of intermolecular
relationships determined by the stereospecificity of proteins, and
that this network is an order underlying macroscopic cellular organ-
isation. It does not therefore challenge the molecular biology princi-
ple of order from order. Here, the way the genetic programme
functions is as a deterministic phenomenon with noise (chapter 2,
§2.2.4). Now, we have seen that it is difficult to hold such a view
given the generalised non-specificity which affects proteins, including
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those involved in gene expression (chapter 4). This does not mean
that all the work done in this theoretical context is wrong but that
another, much more important source of randomness must be
added to it, due to the combination possibilities ensuing from the
non-specificity of chromatin molecules.

6.5.2 Self-organisation model of chromatin

According to the second interpretation of the stochastic expression
of genes, the architecture of chromatin and the cell nucleus is
thought to arise through a process of self-organisation involving ran-
dom modifications of their structure. This process occurs sponta-
neously due to local interactions between the chromatin molecules,
and tends towards the thermodynamic state of maximum equilib-
rium (Dundr and Misteli, 2001; Misteli, 2007; de Laat and Grosveld,
2007). Adherents to this conception try to justify it using a great
deal of data obtained recently using the most sophisticated tech-
niques. These data reveal cell nucleus properties which at first sight
seem paradoxical. The nucleus is both extremely structured and
extremely dynamic. Each chromosome is organised in a territory
specific to it, which means that the genes are precisely positioned in
the three-dimensional nuclear space. Genes co-expressed in one cell
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FIGURE 28. Bistability of a network of genes. Two genes mutually repress each
other in the same cell. Gene a represses gene b and gene b represses gene a.
Fluctuation in this network which increases the activity of one of these two genes
to the detriment of the other augments until the latter gene is totally repressed
and the former activated. As fluctuations are inevitable and can be randomly
produced in favour of one or other of the two genes, some of the cells in a popula-
tion will bifurcate towards type A (corresponding to activation of a) and others
towards type B (corresponding to activation of b).
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have then a statistical tendency to be co-localised in the same place
in this three-dimensional space, in ‘transcription factories’ where
the regulatory and transcription factors necessary are optimally con-
centrated (Cremer and Cremer, 2001; Chubb and Bickmore, 2003;
Fraser and Bickmore, 2007; Misteli, 2007). However, while main-
taining this overall architecture, chromatin is also extremely labile.
It is continually assembled and disassembled by a flow of molecules
which associate with and dissociate from each other.

The interactions between two proteins, or a protein and DNA,
are very brief, for just a few seconds in the large majority of cases.
After dissociation, the diffusion of these proteins in the nuclear
space and their action on another site allows more or less impor-
tant chromatin reorganisation to occur, leading to the expression of
different genes. Owing to the intrinsically random nature of these
processes, these modifications in the expression of the genes are
themselves stochastic (Misteli, 2001). In reality, this is not predic-
tion of a model of self-organisation here, but a consequence of the
Brownian character of interactions between molecules in chromatin
which is the basis of the stochastic expression of genes (Kupiec,
1983, 1989, 1996; see following section). An example is provided by
the phenomenon of ‘position effect variegation’ of the expression of
genes localised at the limit between the euchromatin and the hete-
rochromatin. Chromatin is formed by an elementary fibre of DNA
twining itself around nucleosomes which are themselves made of
histones. This elementary fibre can wind around itself and form
more compact structures. The two forms co-exist in the cell nuclei.
The euchromatin corresponds to the loosely packed elementary
fibre and the heterochromatin to the compact form. The genes in
the latter are in general repressed because it is difficult for tran-
scription factors to access them, whereas the genes in the euchro-
matin are expressed because they are more accessible. It was
noticed a long time ago that genes localised at the limit between
the euchromatin and heterochromatin are randomly expressed in a
population of cells that is elsewhere homogeneous. 

This phenomenon of variegated expression is due to the sto-
chastic character of the molecular interactions which form the two
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types of chromatin and transform the one into the other. These
processes depend on competition between proteins promoting the
formation of heterochromatin and transcription factors promoting
euchromatin (Dillon and Festenstein, 2002). In each cell the result
of this competition is random because the competition itself
depends on the Brownian behaviour of molecules (Fig. 29). 

However, while variegated expression illustrates a perfectly real
phenomenon of stochastic gene expression, the model of self-organ-
isation of chromatin suffers from the same defects as the general
theory (chapter 5). In the course of embryonic development, in the
huge majority of cases, cells do not form mosaics of differentiated
cells but homogeneous tissues. If cell differentiation depends on self-
organisation of chromatin, why this process leads to identical states
in whole tissues, while being different depending on the tissues,
needs to be explained. Stochastic expression explains why cells dif-
ferent one from the other are produced, but not the stabilisation of
cell types which is necessary to form homogeneous tissues.
Constraints must be exerted on stochastic expression in order to
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FIGURE 29. ‘Variegated’ gene expression. Owing to the intrinsically random nature
of the interactions between proteins and DNA in the chromatin, the limit between
the euchromatin and the heterochromatin varies. Gene x, located in this region,
may be expressed or not depending whether it is in the euchromatin or the hete-
rochromatin. The two cases are produced randomly in each individual cell of a
tissue, leading to the ‘mosaic’ expression of this gene. Some cells in a tissue express
it, others do not.
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guide it, and that is indeed the case. Chromatin molecules are con-
tinually affected by signals (selectors) arising from the cell environ-
ment which cause epigenetic modifications (phosphorylation,
acetylation, methylation etc.) that change the interaction properties
of the molecules making it up (the diffusion coefficient, association
constants etc.). Chromatin organisation depends directly on these
parameters and is therefore controlled by these constraints arising
from the cell environment. Here, again, we are dealing with a hetero-
organisation process, not spontaneous self-organisation.

6.5.3 The stochastic expression of genes subject to
natural selection

Two types of interdependent constraints are exerted on gene
expression during embryo development: those that arise from its
immediate development (its ontogenesis) and those that arise from
its history (its phylogenesis). Firstly, selective constraints of the cell
microenvironment are created in the embryo owing to its own devel-
opment. They induce stabilisation (or destabilisation) of gene
expression (Figs. 16 and 22). Secondly, embryonic development is
itself constrained by its initial conditions, i.e. by the structure of
the egg which is the product of its evolutionary history (Fig. 15).
DNA plays a dominant role in the context of this phylogenetic con-
straint, because it is passed on in a (relatively) unaltered way40 to
each generation. By being unaltered it promotes the reproducibility
of ontogenesis. Our theory does not therefore deny its importance
in biological processes but attributes a different role to it. As
for the synthetic theory of evolution, for our theory DNA is the
result of external selective constraints to which the organism has
been subjected and which have been interiorised in its structure via
genetic mutations and recombination. In ontophylogenesis, how-
ever, it acts as a random protein generator, not as a genetic pro-
gramme. The important point to emphasise in this conception is
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that by its structure, by the relative position of the genes, DNA
continues to have an effect on cell behaviour. It is not reduced to
the role of a simple passive supplier of protein components or RNA
that the cell might use as it sees fit. At the present time, a great
many researchers are reconsidering genetic determinism. They
include some who not so long ago were staunch supporters of it. In
a kind of pendulum movement, they are coming round to denying
any active role for DNA. We think that is an error.

The model of DNA as a random protein generator (Kupiec,
1983, 1989, 1996) is based on two properties of chromatin molecules:
first, they move by Brownian diffusion to find their target sequences
in the DNA (Berg and von Hippel, 1985; Halford and Marko, 2004),
and secondly their interactions are not specific. Due to these two
properties, the structure of DNA molecules determines gene expres-
sion probabilities during embryonic development. This model can be
summarised by two general principles which explain both the struc-
ture of chromatin and gene expression.

First principle: The non-specificity of interactions between mole-
cules leads to countless interactions between chromatin molecules41

and their DNA binding sites. The result is a great many possible dis-
tributions of the molecules on the binding sites. Each of these dis-
tributions corresponds to a different chromatin structure and to
activation of different sets of genes. Due to the diffusion of regula-
tor elements and interactions between molecules being intrinsically
random phenomena, the structure of the chromatin and gene expres-
sion are also random phenomena, each structure having a certain
probability of being fulfilled. 

Second principle: Because the interactions between chromatin mol-
ecules are unstable, the molecules can be randomly redistributed on
their binding sequences, though the transitions between different
distributions are not all equally probable. The probability of tran-
sition between two distributions depends on two main parameters:
on the one hand, the stability of the interactions between the
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chromatin molecules and their DNA binding sites, and on the other,
the relative position of the genes in the DNA molecule. These
parameters determine the chronological gene expression sequences
which have the highest probability of occurring in a cell during
embryogenesis and which correspond to the different cell differenti-
ation pathways.

To illustrate these two principles, let us take the simplest exam-
ple possible. The egg cell of an embryo has a single extremely rudi-
mentary chromosome. It is made just of a single transcription
regulator protein42 (R) and a linear DNA carrying three genes
G1, G2 and G3, positioned in this order with a distance d1 separat-
ing G1 and G2 which is greater than the distance d2 separating
G2 and G3 (Fig. 30).

When R binds to the regulator region of one of these three
genes, it activates it. In our egg cell, R is at G1 when embryogenesis
begins. It is the result of the differentiation of the germinal line in
the previous generation (Fig. 30A). G1 is activated as long as R is
bonded to its regulator region. When it dissociates from it, it moves
around randomly in the surrounding space (diffusion). Several
events may then possibly occur. It may re-associate with G1, or
escape from this space and, after translocation, bind with G2, or
with G3, activating them in turn. These three events are random
because the diffusion of R is itself a random phenomenon, but the
probability of each occurring is not equal. Once R has dissociated
from G1 (Fig. 30B), the probability of it re-associating with one of
the three genes depends on their respective positions, since it
explores the space randomly. This is a direct consequence of the laws
of diffusion. It is most probable that it will re-associate with G1,
therefore, and least probable that it will associate with G3, with the
probability of it associating with G2 being intermediate. If in a cell
the R molecule goes from G1 to G2 or G3, the same phenomenon is
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reproduced. There is a probability of it translocating from its new
position onto one of the two other genes depending on their relative
positions. For example, when it is on G2, the highest probability is
of it translocating onto G3 as the latter is closest (Fig. 30C).
Similarly, when it is on G3, the highest probability is of it translo-
cating onto G2 (Fig. 30D). The relative position of the genes deter-
mines the translocation sequences of R, and thus activation of the
genes which have the greatest probability of being expressed. In our
example, the sequence G1 → G2 → G3 is the most probable, but
other sequences (G1 → G3 → G2, G1 → G2 → G1 etc.) are equally
possible though less probable. In a given cell, these sequences deter-
mine the chronological sequence for expression of the genes. In a
population of cells, the probabilities of expression of the genes asso-
ciated with these sequences determine at a given moment the sta-
tistical frequencies of cells which express one of the three genes.
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G2

G2
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G3
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p1>p2>p3

p3>p2>p1

p2>p3>p1

(adapted from Kupiec, 1983, 1996)

FIGURE 30. Model of stochastic gene expression. The regulator can interact to acti-
vate G1, G2 and G3, with the probabilities p1, p2 and p3 respectively. These three
probabilities are not equal. They depend on the position of the regulator and the
relative distance separating the three genes.
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In this model, these characteristics of embryogenesis are therefore
determined by the structure of the DNA which acts as a random
protein generator and not like a deterministic genetic programme.
Natural selection optimises the way this model functions by sorting
the genetic recombinations, which are produced in each generation
and change the relative position of the genes so that the probabili-
ties of activation sequences corresponding to cell lineages of the
embryo are themselves optimised and the overall viability of the
organism increases. However, we must emphasise the fact that this is
a random phenomenon which only leads, as regards gene expression,
to statistical frequencies of expression in the cells, i.e. it allows varia-
tions in expression between the cells which give rise to differentiation
between the cell lines but it is not the sole agent of it. The probabil-
ities for gene expression are optimised, but differentiation also involves
cell selection which makes the process even more effective.

We have considered the case of a protein regulator. The model
functions identically whatever the chemical nature of the regulator
element. If it is a DNA sequence situated far away on the chromo-
some (Fig. 31), it is the random folding of the DNA molecule by
diffusion which determines the probabilities of gene activation.
Obviously this is an extremely simple example, but it nevertheless
reflects the case of the genes for globin. Their expression is regu-
lated by a DNA sequence situated at a distance on the chromosome
called the locus control region (LCR). In the course of development,
they are sequentially expressed in the same order as their positions
on the chromosome, relative to this LCR. This regulation is due to
a phenomenon in which the globin genes randomly compete for the
LCR (Townes and Behringer, 1990) depending on their position on
the chromosome (Hanscombe et al., 1991; Kupiec, 1996).

Of course, there are many more transcription regulators and
genes in a cell nucleus than in our example, but the same proba-
bilistic mode of functioning can be applied overall whatever
the number of molecules or their chemical nature. From the
moment there are fewer transcription regulator molecules than
their DNA binding sequences, these regulatory molecules must
compete for their DNA binding sequences, leading to numerous
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potential distributions. This condition is readily realised owing to
the non-specificity of the interactions between molecules in the
chromatin. We have already mentioned the examples of the protein
MeCP2 and the transcription factors encoded by homeogenes
(chapter 4, §4.1.4).

Moreover, chromatin is organised in a three-dimensional rather
than a linear structure as in our example, but that does not alter
the model’s functioning principle. In a real cell, the position of the
genes in the three-dimensional nuclear space will still determine
their chronological sequence and the probability of their being
expressed in the same way as it would do on a linear chromosome.
Although the gene expression probabilities are, in this case, no
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(adapted from Kupiec, 1996)

FIGURE 31. Random folding of DNA. DNA movements are themselves subject to
thermal agitation. They can therefore induce the translocation of proteins between
different genes (B) and, thus, their random expression (C). The functioning logic
of the stochastic model of expression remains unchanged because the probabilities
of interactions between the DNA sites (translocation) depend on the relative posi-
tions of the latter.
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longer linearly and directly dependent on their position in the
DNA, the three-dimensional structure of the chromatin results from
DNA folding, the possibilities for which are always constrained by
the linear structure of the DNA molecules. In three-dimensional
chromatin, the linear distance between the genes therefore remains
an important parameter determining the probabilities of the genes
being expressed. 

It is also interesting to note that this model provides an expla-
nation for the fact that more than 95% of DNA seems to have no
function in multicellular organisms. This is made up of sequences
which are often interleaved between the genes and do not corre-
spond either to proteins or to regulator elements. This phenomenon
concerning the amount of DNA has been called the ‘C-value
paradox’ or more commonly ‘junk DNA’. Indeed, in our model all
the sequences, even if they do not code for proteins, have a role:
they determine the relative position of the genes and their proba-
bilities of being expressed during embryogenesis.

DNA therefore continues to exert an important role in onto-
phylogenesis. Its structure is the result of the history of the organ-
ism which influences its immediate development, but the way it
functions does not come into the domain of the theory of genetic
programming. It does not contain a ‘plan’ of the organism. Nor is
it a self-organisation mechanism. Chromatin structuring is not a
spontaneous phenomenon: it is constrained by cell selection via the
signals (or selectors) the cell receives and by the DNA structure
which is itself the result of natural selection. Gene expression is
therefore both intrinsically probabilistic and subject to natural
selection.

To conclude, throughout this chapter we have developed a the-
ory which acknowledges in ontogenesis and phylogenesis a single
process. The theory surmounts the contradiction in genetic deter-
minism by integrating the history of the organism in its ontogenesis,
and it advances new models of cell differentiation and gene expres-
sion. We have also seen that it is compatible with many experi-
mental facts and allows us to make testable predictions. However,
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its probabilistic nature means it runs counter to very old deter-
ministic traditions deeply rooted in biological thought which are
opposed to it being accepted. In the next chapter we shall put
ontophylogenesis back in place in the history of biology in order
to understand the epistemological obstacles which hinder its
acceptance.
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7
Biology’s Blind Spot

SUMMARY. Heredity and generation have always been dominated
by two main ideas. In the Hippocratic conception, the organ-
ism reproduces itself in its totality. Particles are released by
each of its parts and are rearranged into a new organism, dur-
ing ontogenesis, by a property of spontaneous organisation, as
in holism. This theory, initially put forward by Hippocrates,
implies that acquired characteristics are inherited. It survived
until the 19th century in various more or less elaborate forms,
the last in line being Darwin’s. Aristotle criticised Hippocrates’
theory because as far as he was concerned, matter would be
incapable of organising itself. According to the Aristotelian
conception, the organism does not reproduce itself. It is an
actualisation of its Form, which also corresponds to its immortal
essence. This notion reappeared at the end of the 19th century
with genetics. The information that this theory advances as a
key concept in its modern version is an update of the
Aristotelian Form. The contradiction in genetic determinism
was already present from the beginning of genetics, even before
molecular biology arrived on the scene. As Morgan explained,
it is impossible to establish specific relationships between genes
and phenotypic characteristics. Despite this fact, the genetic the-
ory has been staunchly maintained throughout the 20th century,
its persistence being explained by extra-scientific reasons, its
essentialism guaranteeing humankind its identity and privileged
place in nature. Because it is intrinsically a probabilistic process
subject to natural selection, ontophylogenesis resorts neither to
the essentialism of genetics nor to a Hippocratic type of concept.
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Ever since ancient times when living beings began to be studied,
heredity and embryogenesis have raised issues and incited uninter-
rupted debate during which many different concepts have clashed
with each other. In this chapter we shall set out the main terms of
this debate. We shall see that the way the problem of generation
has been repeatedly posed limits the possibilities of analysing it and
that consequently, biology is a prisoner of an Aristotelian concept
which prevents us grasping ontophylogenesis. 

To achieve our end, we must enter the field of metabiology.
Indeed, any science is always based on an ontology. Independently
of any experiment, it supposes to be real prime entities making up
the world. The choice of these initial entities is fundamental because
they form the solid basis on which science can develop and condi-
tion all the theories that it is later possible to construct. To have
an in-depth understanding of the problems of biology that we have
mentioned and to be able to overcome them, it is necessary to
understand its ontological foundations. In fact, metabiological ques-
tions are implicit in all our developments and surface throughout
our analysis. We shall now try to tackle them head on.

The history of biology is tortuous. It is full of theories which
succeed each other mixing different points of view and progressively
evolving with a variety of nuances. We are not attempting here to
retrace the complete history of the theories of generation. That
would need a much more exhaustive study. However, it is possible
to pick out the origin in Antiquity of the problems that we have
encountered in this book, in the confrontation between two extreme
theories which have since been taken up by numerous authors in
just as many variants, sometimes mixing elements of one with those
of the other. We shall start by describing the two principal con-
cepts, explaining their antagonistic relationship. The first was
expounded by Hippocrates of Cos (460–377 B.C.); it was then
refuted by Aristotle (384–322 B.C.) who formulated the second.
The importance of the questions raised by these two thinkers and
the difficulty of resolving the debate that they initiated is shown
by the fact that after having survived in various forms, these ques-
tions resurfaced in the 18th and 19th centuries under the respective
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names of the pangenetic and genetic theories, and again came into
conflict, as happened in Antiquity. The pangenetic theory was prop-
agated by, among others, Buffon (1707–1788), Pierre Louis Moreau
de Maupertuis (1698–1759) and Darwin. The genetic theory was ini-
tiated by Gregor Mendel (1822–1884), August Weismann (1834–1914)
and Hugo De Vries (1848–1935) to become the theory dominating
the whole of biology in the 20th century, following the work of
Thomas Morgan (1866–1945). After recalling the history, we shall
return to the current problems to free ourselves from these former
ways of thinking and position ontophylogenesis in this debate. 

Our analysis will reveal to what extent modern biology is still
impregnated with pre-scientific essentialism, hindering its develop-
ment. This essentialism presents the Form as the prime entity and
one that it seems impossible to go beyond, and gives rise to the con-
tradiction in genetic determinism. We shall see that this impasse
originates in the belief we have in the reality of the species. We are
blinded by what seems absolutely obvious, and this leads us to see
the species as the insurmountable horizon of biological thought
(Kupiec, 1999, 2004).

7.1 Generation according to Hippocrates

Hippocrates is considered to be the founder of medicine. He lived
in Greece in the 5th century B.C. His writings are grouped into a
Hippocratic Collection consisting of about sixty treatises concerning
a great many aspects of medicine and biology, but a large part of
these treatises were in fact written by his disciples. Hippocrates’
medicine was for a long time very influential. It is based on the
physiological theory that there are four humours: phlegm, blood,
yellow bile and black bile, and that imbalance between these
humours inside the organism causes disease. A major influence is
also attributed to the environment.

Two treatises of the Hippocratic Collection entitled On
Generation and On the Nature of the Child tackle the questions of
heredity and embryogenesis which concern us. According to
Hippocrates, the sperm contains humour emanating from all parts
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of the body. “Friction on the penis and the movement of the whole
man cause the fluid in the body to grow warm: becoming diffuse and
agitated by the movement it produces a foam…” (OG 1.2). This
physical emanation passes via the brain and spinal cord to reach
the testes. An identical process produces the female seed. “In the
case of women, it is my contention that during intercourse the
vagina receives friction and the womb is disturbed, an irritation is
set up in the womb which produces pleasure and heat in the rest of
the body. A woman also emits something from her body ” (OG 4.1).
The mixture of the two seeds in the uterus causes conception,
but the quantities of seed coming from the two parents are not
identical for all the parts of the body, and quantitative dominance
between what has come from each parent determines the charac-
teristics of the new child. Thus to determine the sex: “...both
partners alike contain both male and female sperm... (…)…the
resultant sex is determined by whichever sperm prevails in quantity ”
(OG 6.1). The same determination principle applies to all parts of
the body. 

“If from any part of the father’s body a greater quantity of sperm
is derived than from the corresponding part of the mother’s body
the child will, in part, bear a closer resemblance to its father; and
vice versa” (OG 8.1). 

There are two aspects in this Hippocratic concept. The foam is
produced by the whole body. It replicates itself as a whole and it
is this whole which imprints its order. In this sense, it is a theory
which anticipates modern holism. In addition, this idea involves
material continuity of the body which persists through reproduction. 

Each part replicates itself. The foam forming the seed contains
direct excrescences of each organ which are then amplified during
embryogenesis retaining the characteristics of the parent from
which they come. There is never any material interruption in the
succession of organisms. They reproduce directly, one from another,
the child from the whole parent (Fig. 32), a concept which has a
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very important consequence: it implies that characteristics acquired
are inherited. Since the parts of the body can be modified by the
way of life of the organism, the foam which comes from these parts
might also be supposed to carry these acquired modifications. This
leads Hippocrates to envisage the possibility of the organism having
a role in hereditary transmission. For example, in the case of children
born to deformed parents he writes, “But when there is some disease
involved, and the four innate species of humour from which the seed
is derived, form sperm which is not complete, but deficient in the
deformed part, it is not in my opinion anomalous that the child
should be deformed similarly to the parent” (OG 11.1).
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FIGURE 32. The conceptions of heredity. A: The Hippocratic conception is holis-
tic and continuist. The entire body is reproduced through foam or pangenes.
B: The Aristotelian conception is reductionist and discontinuist. The body is a lat-
eral excrescence that is formed from the soul or genome. C: Ontophylogenesis does
not come into either of these two schemes. The body is formed from a germinal
cell. It is a part of it but it does not carry the total representation of it.
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In the treatise On the Nature of the Child, Hippocrates also puts
forward a theory of embryogenesis which complements his theory of
heredity. In the first phase of embryonic development, purely phys-
ical and chemical processes are in action. Breath and heat, as he
understands them, play a preponderant role. After coitus therefore,
the seed from the two parents mixes “…and gathers into one mass
which condenses as a result of the heat. Next, it acquires breath,
since it is in a warm environment” (ONC 12.1). The seed thus
acquires its own ability to respire. It is heated and “As it inflates,
the seed forms a membrane around itself; for its surface, because of
its viscosity, stretches around it without a break, in just the same
way as a thin membrane is formed on the surface of bread when it
is being baked…” (ONC 12.6). In the second phase, the tissues and
organs differentiate from this primitive embryonic structure by a
principle of spontaneous organisation. Attraction between like and
like draws identical parts together and unites them.

“As the flesh grows it is formed into distinct members by breath.
Each thing in it goes to its similar — the dense to the dense, the
rare to the rare, and the fluid to the fluid. Each settles in its appro-
priate place, corresponding to the part from which it came and to
which it is akin” (ONC 17.1).

Finally, these theories of reproduction and embryogenesis cul-
minated in an approach to human physiology based on the princi-
ple of balance between the four humours. Hippocrates made
frequent use of botanical analogies. Each of the four humours has
its own source: the head for phlegm, the heart for blood, the gall
bladder for bile, and the spleen for water, and in the same way that
any plant draws its specific humour from the earth, each of the
sources draws its own humour from the stomach. The humours cir-
culate between their reservoirs and the body as needed and equi-
librium is established according to the principle of communicating
vessels. Disease arises from an imbalance in this relationship.

In this Hippocratic concept, the material continuity of the body
is ensured by cyclic processes alternating phases of sublimation of
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the foam, which represents all parts of the body, with phases of con-
densation of the flesh. During embryogenesis, organisation of the
living organism appears through a principle of order inherent in the
matter itself, the attraction of like by like, which makes identical
elements assemble spontaneously. Global organisation results from
interactions which occur between the parts without there being a
plan of the whole organism to guide the process. If this theory is
positioned relative to present debates and to other theories from
Antiquity, particularly Aristotle’s, we can say that it has general
characteristics resembling those of a theory of self-organisation.

7.2 Generation according to Aristotle

Aristotle lived in the century following Hippocrates. He is widely
known for his logic, metaphysics and physics and his name is imme-
diately associated with these areas. In reality and perhaps above
all, he was also a great biologist who continues to have a profound
influence. A third of the works attributed to him which have
reached us are devoted to biology. It is even probable that it was
his finalist biology which influenced his physics and metaphysics,
and not the reverse, by suggesting the concept of finality at work
in all natural processes. This is the principal aspect of his philoso-
phy. For him, everything exists with an end in view and this final
cause is the idea which governs the genesis of all things, whether
natural or artefacts. The example of this finalist process, frequently
given by Aristotle, is artistic production. The cause of a marble
statue is the idea of the statue in the mind of the sculptor, the pro-
duction of it being the objective of all the processes used by the
sculptor.

Three other causes are however also at work. All the while he
is sculpting the statue, its form already exists in the mind of the
sculptor and serves as a model or plan for him. This is the formal
cause which guides or organises the production of the statue. In
addition, without matter, it would be impossible, so the marble
is the material cause, and the work of the sculptor on this marble
is the efficient cause transforming the crude marble into a refined
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form. There are therefore, in all, four causes which are almost indis-
sociably grouped two by two: the final and formal causes direct the
process, the material and efficient causes carry them out in concrete
terms. At the heart of this Aristotelian concept is the postulate that
matter is not capable of organising itself and to do so it needs a
form which is the equivalent of a mould or a template to guide the
material processes. The form is also the specific essence of a being
in this ontology. It is what it really is without all the little acci-
dents which affect it and which differentiate it from other beings
belonging to the same species. For example, if we want to under-
stand what a human really is, he must be defined by the essence
common to all individual humans, that is to say by all the specific
characteristics corresponding to the human species, leaving aside all
the small individual differences (big, small, blond, brown, etc.)
which are only accidental. In this hylemorphic ontology, explana-
tion by material and efficient (mechanical) processes only has any
sense because they are controlled by the form which is itself subject
to the final cause. The latter is the end of the process when the
form has been produced. If we were to remain with mechanical
causes we would be trapped in an infinite succession of causes and
effects. In contrast, Aristotle’s world is a world of finished processes
and this finiteness allows the origin of things to be understood: the
ultimate origin of the statue is also the idea of it in the sculptor’s
mind. This applies to everything that exists. Nature therefore has
a plan.

We shall see how this general conception applies to biology.
Aristotle worked on the questions which preoccupy us particularly
in his treatise The Generation of Animals, in which he completely
refuted Hippocrates’ theory. After setting out the arguments in
his favour, he demolished them one by one. We shall concentrate
on the one which is most important for putting his conception into
context and considering the problems that we are discussing in
this book.

The resemblance between parents and children concerns general
characteristics such as height or corpulence, as well as parts of the
body such as the head or the feet. Aristotle pointed out that
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according to Hippocrates and his adherents, “…if then the coming
of the semen from the whole body is cause of the resemblance of the
whole, so the parts would be like because it comes from each of the
parts” (GA p. 41). Now, these parts are anomeomere, that is to say
they are heterogeneous, composed of different homeomeric (homo-
geneous) elements which are tissues: flesh, bone, hair, nails, etc.
The resemblance of one part such as the head or the feet does not
depend so much on the resemblance of these tissues as on the way
in which they are arranged one with another. In the resemblance
between parents and children an organisational element is involved,
which is not material and which cannot be transmitted by a simple
material excrescence of such parts of the foam, as postulated by
Hippocrates’ theory. For the latter, “…the semen would come rather
from the elements than anything else, for how can it come from their
composition? Yet without this composition there would be no resem-
blance” (GA p. 45). Relative to his historical context, Aristotle
adopts a similar point of view to that used twenty-four centuries
later by Schrödinger to justify the existence of a genetic code in
living systems (chapter 3). Both consider that organisation could
not come from the simple set of material processes and that an
additional principle of order is necessary. This argument is devas-
tating for Hippocrates’ theory and allows Aristotle to put forward
his own. 

He first of all establishes the nature of sperm. He believes it is
a unique digested food residue equivalent to blood, which serves to
produce all the parts of the body: “…it is from the blood, when con-
cocted and somehow divided up, that each part of the body is made…”
(GA pp. 66–67). As we can see, his conception differed considerably
from that of Hippocrates, in which there was a plurality of foams
from all parts of the body which were supposed to be added
together in the sperm, each of which could only recreate the part
from which it originated. Aristotle believed that there is but one
sperm, the substance of which is homogeneous and which is capa-
ble of re-forming the whole body. In addition, there is a qualitative
differentiation in the role of the two sexes. We saw that for
Hippocrates the contribution from the two sexes was identical and
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symmetrical, their relationship only being governed by a principle of
quantitative dominance. For Aristotle this is no longer the case.
Because the female seed is less elaborate, it does not contribute in the
same way as the male seed: the latter “…contributes the principle of
movement and the female the material” (GA p. 86). We thus find
here the general principles of his hylemorphic ontology applied to
biology. On the one hand, there is the female material intrinsically
undetermined and incapable of organising itself, while on the other,
the male sperm provides the principle of organisation, the form,
which structures it.43

The resemblance between generations does not, in this con-
cept, arise from reproduction of the whole material body itself,
as Hippocrates believed, but from transmission of the formal
cause that Aristotle calls the ‘soul’ of living beings. There is a
break in the material continuity of the body which must be
completely reconstructed for each generation by the female
seminal matter being given structure by the Form. What is
perpetuated is not the body itself, but the Form, which allows
reproduction of the same structure and engenders the species
by identical individuals succeeding each other. Adult living
beings do not directly reproduce one from another (Fig. 32).

There is also a model of ontogenesis corresponding to this the-
ory of generation which postulates a hierarchical organisation of liv-
ing things with increasing levels of complexity (Fig. 11B). This
model is described in another of Aristotle’s biological treatises
called Parts of Animals. In the beginning, there is “composition out
of the Elements” (PA 646a) which are moistness, dryness, heat and
cold. Their combination forms the four basic elements: earth, air,
fire and water, that are mixed in turn in various proportions to pro-
duce the homeomeric parts such as bone, flesh and other tissues.
Association of these tissues finally gives rise to the anomeomere
parts such as the head, the hands or the feet. For Aristotle, this
ontogenesis is guided by the formal cause which determines the
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formation of the organism by its parts in a way that today we could
describe as programmed.

“So the best way of putting the matter would be to say that because
the essence of man is what it is, therefore a man has such and such
parts, since there cannot be a man without them. (…) Because man
is such and such, therefore the process of his formation must
of necessity be such and such and take place in such a
manner; which is why first this part is formed, then
that”44 (PA 640b).

Finality is projected via form onto the parts. If this were not
the case, there would be a risk of their not being correctly put
together to form the organism composed of functional organs. 

“The Cause which I have just stated as controlling the relation
between them is, of course, a Final Cause; but when we go on to
inquire in what sense it is ‘necessary’ that they should be related as
they are, it becomes clear that they must of necessity have been thus
related to each other from the beginning” (PA 646b).

While Hippocrates’ theory thus has similarities with the theory
of self-organisation, Aristotle’s is closer to genetic determinism. In
both these theories, the central idea is that matter cannot organise
itself and must be guided by a principle which represents the whole
organism. In Aristotle’s theory, as we have just seen, it is the for-
mal cause and in genetic determinism the information contained in
the DNA which, via the property of stereospecificity, provides the
molecules with order (see chapter 3).45 In both cases, the organism
is constructed owing to this principle of order with a hierarchy of
increasingly complex levels. 
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This resemblance between genetic information and the formal
cause has already been pointed out by many authors, biologists or
philosophers, including emphatically by the founder of molecular
biology, Delbrück himself (Delbrück, 1971; Mauron, 2002; Mayr,
1982; Vinci and Robert, 2005), so indeed this is nothing really new.
However, this resemblance is generally accepted as being positive.
It is interpreted either as a mark of the genius of Aristotle, who
might be considered the forerunner of molecular biology, or as a
curiosity which could certainly be suitable for historical analysis,
but is of no consequence for concrete biological research. We, on the
contrary, think it is an important obstacle which is limiting the
development of research right up to its experimental aspects.
We have seen that the concepts of information and stereospecificity,
which form the core of genetic determinism, lead to a contradiction
between this theory and experimental research data. In reality, this
contradiction goes much further back. Since it has its roots in
the underlying metabiology of classical genetics, it was already
present in the founding works of this discipline, well before molec-
ular biology arrived on the scene.

7.3 The pangenetic theory

Despite the enormous accumulation of experimental observations
and data which have enriched our knowledge of the living world
since Antiquity, biological thought has not made much progress but
has remained under the influence of the same ways of thinking.
Indeed, it is striking to see that both the Hippocratic and
Aristotelian conceptions persisted until the 18th and 19th centuries
as so-called pangenetic and genetic theories, and how, in the same
way that Aristotle refuted Hippocrates to bring his theory to the
fore, the birth of genetics coincided with the pangenetic theory
being refuted. This theory circulated in different forms, with Buffon
and Maupertuis each producing their own version. For each of these
authors their principle was analogous to that of Hippocrates’ the-
ory, each part of the body emitting particles or supernumerary mol-
ecules which migrate to the reproductive organs to form the seminal
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matter. Darwin was also the author of a pangenetic theory pub-
lished in 1868 in his book The Variation of Animals and Plants
under Domestication. This theory did not occupy a central place in
his work, as he was not directly interested in questions of heredity
and ontogenesis, but was, for him, more a question of filling a gap.
The theory of natural selection needed an explanation of the variations
on which selection operated, and therefore of reproduction.
Darwin’s position was not as clear cut as that of the synthetic
theory of evolution which has integrated contributions from 20th
century genetics, particularly the existence of random mutations.
His concept seems implicitly to call on a theory involving random
variation which he could never formulate himself due to the stage
of development of knowledge in his time. There is evidence for this
point in the first sentence of chapter V of The Origin of Species,
devoted to the laws of variation:

“I have hitherto sometimes spoken as if the variations — so com-
mon and multiform in organic beings under domestication, and in
a lesser degree in those in a state of nature — had been due to
chance. This, of course, is a wholly incorrect expression, but it
serves to acknowledge plainly our ignorance of the cause of each
particular variation” (OS p. 173). 

Darwin did accept as causes of hereditary variation both the
direct influence of the environment and the use and disuse of organs
(OS pp. 173–204). These factors are usually considered to be typi-
cally Lamarckian,46 including by the most orthodox Darwinians.
The classic example given to illustrate the effect of these factors is
the neck of the giraffe which elongates as it tries to eat leaves at
the top of the tree. The presence of these Lamarckian elements in
Darwin has already been underlined by André Pichot (Noble, 2006;
Pichot, 1993). However, Darwin also thought that in many cases vari-
ability was ‘indefinite’ and ‘fluctuating’ (Darwin, 1868). He considered
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that, even if there was a cause, e.g. a change in the living conditions
of the organism, the result was not necessarily uniform, variations
induced by the same cause possibly differing one from another.
In this respect, he anticipated mutation as we understand it today. 

Darwin’s theory of heredity, which he himself qualified as a pro-
visional hypothesis, is particularly interesting because it shows the
persistence of the pangenetic conception in the period that imme-
diately preceded the rapid development of genetics. At that time
biology had already made major progress, in particular with the
discovery of the cell which was now accepted as the basic unit of
living organisms. It is fascinating to see to what extent Darwin’s
theory still resembled that of Hippocrates, despite these develop-
ments. Here in his own words is his main hypothesis.

“It is universally admitted that the cells or units of the body
increase by self-division or proliferation, retaining the same
nature, and that they ultimately become converted into the various
tissues and substances of the body. But besides this means of
increase I assume that the units throw off minute granules which
are dispersed throughout the whole system; that these, when sup-
plied with proper nutriment, multiply by self-division, and are ulti-
mately developed into units like those from which they were
originally derived. These granules may be called gemmules. They
are collected from all parts of the system to constitute the sexual
elements, and their development in the next generation forms a
new being; but they are likewise capable of transmission in a dor-
mant state to future generations and may then be developed”
(Darwin, 1868, Vol. II, pp. 369–370).

The same principle is still of emanations from each part of the
body allowing its global reproduction (Fig. 32), but Darwin’s the-
ory is nevertheless more sophisticated on certain points. It supposes
that the gemmules are secreted not only in the adult stage but at
all stages of development. These unite with the cells to give them
their specific character and embryogenesis is thus guided by these
minuscule granules corresponding to each stage. Darwin was aware
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of the cell theory which he tried to integrate into his conception of
heredity, but from a functional point of view, the gemmules are still
analogous to Hippocrates’ foam.

While being relatively marginal in Darwin’s work, the
Hippocratic conception of heredity is nevertheless not fortuitous. It
would have been difficult for Darwin to uphold an Aristotelian the-
ory: as Jean Gayon (1992A, 1992B) saw it, to be able to conceive
of its transformation, he had abandoned the idea that the species
corresponded to a structure or form shared by a population of indi-
viduals. He had even completely refuted this concept. In his opin-
ion, all the individuals of a species differ from each other and it
is these individual differences which provide the ground on which
natural selection acts. 

“…we have many slight differences which may be called individual
differences, such as are known frequently to appear in the offspring
from the same parents, or which may be presumed to have thus
arisen, from being frequently observed in the individuals of the
same species inhabiting the same confined locality. No one sup-
poses that all the individuals of the same species are cast
in the very same mould.47 These individual differences are
highly important for us, as they afford materials for natural selec-
tion to accumulate, in the same manner as man can accumulate in
any given direction individual differences in his domesticated pro-
ductions” (OS pp. 101–102).

It is therefore difficult for Darwin’s theory to adapt to the
Aristotelian conception. The latter supposes that individuals of
a given species are born due to transmission of a form which by
definition does not vary. If this were the case, how could they
evolve and give rise to a new species? For this reason, Darwin
demonstrates moreover that all the characteristics of an organism,
including those which are considered to be important from a
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systematic or functional point of view, can give rise to individual
variations. 

“These individual differences generally affect what naturalists con-
sider unimportant parts; but I could show by a long catalogue of
facts, that parts which must be called important, whether viewed
under a physiological or classificatory point of view, sometimes
vary in the individuals of the same species. I am convinced that the
most experienced naturalist would be surprised at the number of the
cases of variability, even in important parts of structure, which he
could collect on good authority, as I have collected, during a course
of years. It should be remembered that systematists are far from
being pleased at finding variability in important characters...”
(OS p. 102).

Darwin went a long way with his analysis as he even came to
doubt the objective reality of species. He suggested that their clas-
sification only depended on the subjectivity of the classifier.

“From these remarks it will be seen that I look at the term species
as one arbitrarily given, for the sake of convenience, to a set of indi-
viduals closely resembling each other, and that it does not essen-
tially differ from the term variety, which is given to less distinct and
more fluctuating forms. The term variety, again, in comparison
with mere individual differences, is also applied arbitrarily, for con-
venience’ sake” (OS p. 108).

This nominalist point of view is easily understood in the context
of his theory. For Darwin, the species is the result of a process of nat-
ural selection which only serves to amplify individual differences.
Resemblance between individuals is an indicator of genealogical prox-
imity: classification can only be differential. The concept of species
picks out the differences between populations of organisms which
appear after their multiplication and not an essential identity of these
populations based on the transmission of an unvarying structure. The
species must therefore be understood as a genealogical community.
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“In this chapter I have attempted to show that the subordination of
group to group in all organisms throughout all time, that the nature
of the relationship, by which all living and extinct beings are united
by complex, radiating, and circuitous lines of affinities into one
grand system ... all naturally follow on the view of the common
parentage of those forms which are considered by naturalists as
allied, together with their modification through natural selection,
with its contingencies of extinction and divergence of character. In
considering this view of classification, it should be borne in mind
that the element of descent has been universally used in ranking
together the sexes, ages, and acknowledged varieties of the same
species, however different they may be in structure. If we extend
the use of this element of descent — the only certainly known cause
of similarity in organic beings — we shall understand what is
meant by the natural system: it is genealogical in its
attempted arrangement, with the grades of acquired dif-
ference marked by the terms varieties, species, genera,
families, orders, and classes”48 (OS pp. 432–433). 

As we can see, Darwin’s thinking is very far from Aristotle’s. On
the other hand, before analysing genetics, we must emphasise the
extent to which his ideas approach those of Bernard. These two
authors lived at the same time and they both left decisive marks on
their discipline, thrusting it into modernity. It is not usual to con-
sider them together because they concerned themselves with very dif-
ferent subjects, yet they have in common a totally anti-essentialist
vision. We have just discussed Darwin’s position in regard to the
species and we have seen that, for his part, Bernard questioned the
objective reality of functions (chapter 6, §6.1.3). His anti-essentialism
led him to formulate a more radical position, since he put the very
notion of the individual organism into perspective in order to
enhance the idea of a biological continuum very close to the notion
of the genealogical line in his analysis of morphogenesis:
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“Thus all morphological development is contained in the previous
state. This work is pure repetition; it does not have its reason at
each instant in a force currently active; it has its reasons in an
anterior force. There is no morphology without predecessors.

In reality we do not witness the birth of a new being; we see
only a periodic continuation. The reason for this apparent creation
is therefore not in the present; it is in the past, at the beginning.
We cannot find it among the secondary or actual cause; it must be
sought in the primary cause.

The living being is like the planet that describes its elliptical
orbit in virtue of an initial impetus…” (LPL pp. 240–241).

A little farther on, in one of his rare allusions to the question of
the species, Bernard adds:

“It is unnecessary to see in this tendency to return to the starting
point any particular mysterious force that watches over the con-
servation of the species. If things happen in this way it is because
the being is in some way imprisoned by a series of conditions which
it cannot escape, since they are always repeated in the same way
outside and inside it” (LPL pp. 241–242).

The birth of modern evolutionary biology and of modern biol-
ogy of the organism is thus linked, in the 19th century, to an anti-
essentialist point of view which rejects the hylemorphic ontology.
As first principle, this point of view substitutes the idea of the
genealogical line or biological continuum for the notions of the indi-
vidual organism and the species based on the concept of Form.
Nevertheless, Form would very rapidly return with a vengeance
with the advent of genetics.

7.4 The return of Form

Quite a few researchers have contributed to the rapid development
of genetics, but Weismann occupies a dominant position. He intro-
duced fundamental concepts which marked a radical break with the
pangenetic theory. As Aristotle had done with Hippocrates’ theory,
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in his Essay on heredity and kindred biological problems (1891)
Weismann dismantled the theory of gemmules and the inheritance
of acquired characteristics, then put forward his own theory. It pos-
tulates the complete separation of somatic cells (the body) and
germinal cells (reproductive gametes), the latter supposed to be the
only ones responsible for heredity.

“In these animals the power of reproduction is connected with
certain cells which, as germ cells, may be contrasted with those
which form the rest of the body; for the former have a totally dif-
ferent role to play; they are without significance for the life of the
individual, and yet they alone possess the power of preserving the
species. Each of them can, under certain conditions, develop into
a complete organism of the same species as the parent, with every
individual peculiarity of the latter reproduced more or less com-
pletely” (EH p. 73).

More precisely, for Weismann, heredity is due to the transmis-
sion of a particular molecular structure contained in the germinal
cells, which he called the ‘germ-plasm’ and which prefigures our
DNA. “I propose to call it the theory of ‘The Continuity of the
Germ-plasm,’ for it is founded upon the idea that heredity is brought
about by the transference from one generation to another, of a sub-
stance with a definite chemical and above all molecular constitution”
(EH p. 170).

There are several important points in this founding hypothesis
which condition the entire coherence of genetics, including its cur-
rent developments. The first is the separation of the ‘soma’ and the
‘germ-plasm’ which prevents reproduction being influenced by the
organismic context or the environment. This separation has been
continued into modern genetic theory with the two concepts of the
phenotype and genotype: the phenotype is the actual organism,
corresponding to a set of characteristics controlled by the geno-
type, which corresponds to the set of genes. Reproduction of the
phenotype-body does not occur from the organs as in Hippocratic
theory, but through the intermediary of the genotype carried on the
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chromosomes. Strict determinism ensues in the relationship which
links the phenotype to the genotype, which was already present in
Weismann’s work. “From the moment when the phenomena which
precede segmentation commence in the egg, the exact kind of organ-
ism which will be developed is already determined — whether it will
be larger or smaller, more like its father or its mother...” (EH p. 104).
This determinism is absolutely necessary for the reproduction of the
phenotype from the genotype (or the body from the germ-plasm).
It has been regularly restated throughout the history of genetics,
right up to the 1960s, with molecular biology and its ‘central
dogma’ stating that the organism is entirely coded by information
contained in the DNA (see chapter 3).

A second element in the genetic postulate has more important
consequences: the unvarying transmission of the germ-plasm (or DNA
in current genetics) ensures continuity of the species through juxta-
posing identical ontogenesis, each individual produced being a lateral
excrescence of the germ-plasm (Fig. 32). As Weismann put it:

“…in each ontogeny, a part of the specific germ-plasm contained
in the parent egg-cell is not used up in the construction of the body
of the offspring, but is reserved unchanged for the formation of the
germ-cells of the following generation” (EH p. 170).

These germ cells “only contain the undying part of the organism —
the germ-plasm” (EH p. 209), that is to say, its Form, or soul, accord-
ing to Aristotle’s terminology. The reproductive material is protected,
in this conception, from the world and accidents. When Weismann
located it in the nucleus of germinal cells, he talked of it as the essence
of the cell.

Genetics thus re-established an Aristotelian theory. The body
no longer reproduces directly from its parts, but from a germ-plasm
of unique origin, sheltered from any fluctuation in the nucleus of
the germinal cells. It represents the whole organism and guides its
ontogenesis in each generation. It acts as the formal cause of
embryogenesis to give the living organism its specific organisation.
It is the equivalent of the soul (Form), of what today we call the
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genetic programme, genetic information or the plan of the organism.
The immense accumulation of experimental knowledge which has
occurred since the 19th century has provoked major changes in
genetics. The genome has replaced the germ-plasm, and the field has
incorporated all the discoveries made in the 20th century, though its
hylemorphic metabiology has remained the same. The idea that
hereditary material contains in-form-ation, a true sanctuary pre-
serving the integrity of the species, is at the heart of the concepts of
molecular biology. Jacques Monod expressed it in words very close
to those of Weismann, encompassing the concepts and language of
information theory. According to him, reproductive invariance is the
first principle of life which he defines as: 

“…their ability to reproduce and to transmit ne varietur the infor-
mation corresponding to their own structure; very valuable infor-
mation, since it describes an organisational scheme which is
exceedingly complex and also preserved intact from one generation
to the next. (…) the ‘invariance content’ of a given species is equal
to the amount of information which, transmitted from one gener-
ation to the next, ensures the preservation of the specific structural
standard” (CN pp. 23–24).

Genetics certainly accepts variation, but as a mutation of this
unvarying Form. As Monod again explains, mutation is an accident
which upsets reproductive invariance:

“Nor, without violating the laws of physics, could the mechanism
of replication be completely immune to disturbances, or accidents.
(…) We say that these events are accidental, due to chance” (CN
pp. 109–110).

7.5 The contradiction in genetic determinism is a consequence
of genetic essentialism

Original Darwinism and genetics are based on clearly antithetical
metabiologies. Darwinism is a theory privileging the point of view
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of evolution and variation, while genetics is a theory which privi-
leges the point of view of ontogenesis and the invariant form. For
this reason, synthesising the two theories was very difficult and did
not occur spontaneously. It only became possible in the middle of
the 20th century and its story has already occasioned in-depth
studies which highlight the difficulties encountered (Gayon, 1992A,
1992B). What is of particular interest to us here is the question of
the coherence between Darwinism and genetic determinism, and
from this point of view, the price paid for synthesis was very high.
To preserve a minimum of coherence, DNA has had to be attrib-
uted a role of omnipotent governor of biological processes which
brings into play very different mechanisms according to circum-
stances. It allows evolution, through its random mutations, on the
basis of a probabilistic mechanism, and also directs ontogenesis by
functioning as a deterministic programme (a Form) which elimi-
nates molecular chance. 

We have seen the consequences of reintroducing an Aristotelian
conception. For DNA to be able to play its role as genetic infor-
mation, ontological separation between the physical/chemical and
biological processes has to be acknowledged. While the first are sub-
ject to a principle of order from disorder, the second are subject to
one of order from order. In addition, to give an effective content to
this principle of order from order, molecular biologists have been
obliged to postulate the stereospecificity of interactions between
biological molecules, from which arises the contradiction of genetic
determinism.

This persistence of hylemorphic ontology, despite the problems
that it raises, leads to a question. Does it express, as is generally
accepted, the relevance of this ontology for treating living organ-
isms, or is it not rather a symptom of our inability to formulate an
appropriate theory? Indeed, not only has hylemorphic ontology
repeatedly reappeared in the history of biology, whereas it was
abandoned in physics at the time of the Copernican revolution, but
it has also been maintained in the 20th century in the form of the
genetic theory, despite this theory having been contradicted from
the beginning by experimental data.
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The contradiction in genetic determinism was, in fact, evident
in the earliest work by classical geneticists.49 The evolution which
Morgan’s work underwent illustrates this in a remarkable way: he
was obliged to considerably modify his initial theory because of
the results of his own research. First of all, he had reaffirmed a
form of genetic determinism identical to Weismann’s. His position
was very radical. His belief in the causal ability of genes led him
to put the importance of embryonic development into perspec-
tive. He thought that the relationship between the genes and phe-
notypic characteristics was completely determined; knowledge of
this relationship was enough in itself to manipulate phenotypic
characteristics, without knowing the mechanisms of embryonic
development. In his book The Theory of the Gene (1926), he
asserted: 

“The theory states that the characters of the individual are refer-
able to paired elements (genes) in the germinal material that are
held together in a definite number of linkage groups… (…) The
theory of the gene, as here formulated, states nothing with respect
to the way in which the genes are connected with the end-product
or character. The absence of information relating to this interval
does not mean that the process of embryonic development is not of
interest for genetics. A knowledge of the way the genes produce
their effects on the developing individual would, no doubt, greatly
broaden our ideas relating to heredity, and probably make clearer
many phenomena that are obscure at present… (…) There is, nev-
ertheless a fundamental assumption implied in the statement just
made, viz., that the development follows strictly causal laws. A
change in a gene produces definite effects on the developmental
process. It affects one or more of the characters that appear at
some later stage in the individual. In this sense, the theory of
the gene is justified without attempting to explain the
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nature of the causal process that connects the gene and
the characters”50 (Morgan, 1926, pp. 25–27).

However, Morgan very quickly realised that this determinism
was not compatible with experimental reality. Several phenomena
blurred the correspondence and causal relationship between the
gene and the characteristic. In pleiotropy, a gene affects several dif-
ferent phenotypic characteristics, while in polygeny, it is the
reverse, with several genes affecting a single characteristic. There is
also the conditional expression of a gene. A characteristic depends
on a gene, but it is only expressed under certain environmental con-
ditions, e.g. at a given temperature. More recently variable expres-
sivity has been shown. A gene corresponds to several phenotypic
characteristics which are expressed with a certain frequency in a
population of organisms. Because of these phenomena, the simple
correspondence between genes and characteristics that Morgan
talked of in The Theory of the Gene is very difficult, if not impos-
sible, to establish. However, this is one of the pillars of genetics. If
it is not possible to establish the map of causal relationships
between genes and characteristics, genetics is invalid as an explana-
tory theory. For it to remain significant, the relationship between
the gene and the phenotypic characteristic cannot be reduced to a
simple statistical correlation seen empirically. This led Morgan to
write another book, Embryology and Genetics (1934), in which he
tackled this question and re-evaluated the importance of embryonic
development in heredity. Here is what he said in 1934, less than
10 years after publishing The Theory of the Gene:

“In the early days of genetics, i.e., at the beginning of the century,
‘unit characters’ were supposed to furnish the basis for genetic
work, and by inference each gene was supposed to produce a spe-
cific effect in only one character at a time. This premature infer-
ence was very soon found to be erroneous when the manifold effects
of each genic change came to be known. It is true that in most
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genetic work one particular character is selected as the symbol of
the gene concerned with its appearance, but this selection is only
because the character selected is the most easily identified, or one
that is less variable, i.e. less affected by environment. The next
point that calls for consideration is that each character of the adult
is the product of many genes, or it may even be said of all
the genes if the whole history of the affected organ is
retraced to the egg”51 (Morgan, 1934, pp. 16–17).

This is a complete change of perspective compared with The
Theory of the Gene: Morgan goes a very long way in re-evaluating
the relationship between the gene and the characteristic. If, as he
says, a characteristic indeed depends on all the genes, the basic pos-
tulate of genetics — the idea that a phenotypic characteristic can
be associated with a gene (or with a limited number of genes) —
collapses, because if we extend the observation to its limit, it means
that all characteristics depend on all the genes! Certainly, Morgan
did not go that far, and to cope with this theoretical difficulty he
introduced the idea of genic balance: “The central idea of genic bal-
ance is that all genes are acting, and what is produced is the sum
total of their influence” (Morgan, 1934, p. 17). Since Morgan, sys-
tematic analysis of the determinism of genes has only confirmed his
interpretation.52 All geneticists know that cases of an unequivocal
relationship between a gene and a characteristic similar to those
described by Mendel are very rare exceptions, if they exist at all.
However, most of them nevertheless do not question genetic theory.
They overcome this difficulty by adding hypotheses which are sup-
posed to complete it. In the wake of Morgan, they imagine that
genes act in combinations and in addition they acknowledge the
influence of the environment which can affect genetic determinism.
Several possible phenotypes correspond to a given genotype, each
occurring in a particular environment (Dobzhansky, 1970, pp. 33–36).
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In general, all the elements of ontogenesis which are added to
genetic determinism are called ‘epigenetic factors’, some authors
going so far as to reintroduce Lamarckian type mechanisms
(Jablonka and Lamb, 1995).

There is a question that must be asked here. Is a simple
rearrangement of the genetic theory enough to solve the problem
which confronts it, or is a complete change of conceptual frame-
work necessary? Indeed, what is being questioned is the very heart
of this theory. The problem raised by Morgan is that of the speci-
ficity of the relationship between genes and the characteristics
associated with them. If this relationship is not specific, we cannot
assert that genes determine characteristics. They may certainly
form an important part of the process of embryogenesis which
builds these characteristics, but they are not the cause in the sense
implied by genetic determinism. Epigenetic mechanisms being
added to the action of genes changes nothing regarding this fact
(Kupiec, 2001). 

This problem is exactly the same as the problem of the stereo-
specificity of molecules. For the relationship between a gene and its
phenotypic characteristic to be specific, the underlying molecular
mechanisms must be specific too. However, we have seen that
analysis of the action of genes at molecular level, far from resolving
the problem, only amplifies it. We must then ask ourselves why,
when the absence of specificity in the way the gene acts has already
been demonstrated, has this postulate not only been maintained,
but has even been extended to the molecular level? Why, too, when
the non-specificity of molecular interactions has been demonstrated
time and time again, do biologists transfer the property of speci-
ficity to the macroscopic level without concern for the theoretical
incoherence that this represents (see chapter 4), instead of chang-
ing the theory? According to the usual criteria of scientific practice,
a theory which has been invalidated in such a radical manner
should be abandoned. 

There is something very important for biology in regard to this
question which differentiates it from physics and explains its diffi-
culty in going beyond hylemorphic ontology. The underlying problem
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concerns the reality of species. Hylemorphic ontology asserts that
the species is a real structure which acts as a cause (the form or the
genotype, in the case of genetics). It supposes that the world is
intrinsically ordered. Under the apparent diversity of existing things
are hidden forms on which they depend. In molecular biology, this
is expressed by the principle of order from order advanced by
Schrödinger. It comes into play through the genetic programme
which corresponds to the plan of characteristic organisation of the
species (to its Form). In physics, hylemorphic ontology has been
abandoned. Species are considered to be the result of processes and
not their cause. They do not correspond to an order given in
advance, intrinsic to the world. This is what Schrödinger expressed
with the principle of order from disorder. In biology, hylemorphic
ontology which makes specificity a central concept is still at work,
even though it is the antithesis of Darwinism and despite the prob-
lems that it induces. Where does this persistence, this determina-
tion to retain it against the experimental evidence, we might say,
come from?

7.6 Beyond the species

On taking stock we can see that with the species we have a prob-
lem which goes beyond scientific rationality. The nature and objec-
tive reality of biological species seem indisputable. They appear to
us to be absolutely evident and impossible to question. Are we not
being blinded here, however, by our narcissism and our egocentric-
ity? When we deal with species we are also dealing with the human
species, therefore ourselves. To abandon essentialism and hylemor-
phic ontology is to deny the objective reality of the species, which
may undermine our own image and the position that we attribute
to ourselves among the entities which people the world.

In truth, essentialism reassures us. It tells us that there is mean-
ing to our existence, that there is a nature to which we conform
(our essence, our genetic code) and that we have by right a place
in the universe (in general, at the summit of a stratified model of
the world). Denying the species amounts to denying the idea of this
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human nature and destroying the foundations of our identity. We
will no longer be ‘at home in the universe’ as Kauffman said (1995)
but would be placed in a radically strange situation, returned to the
same rank as other beings, including inanimate objects. This is very
difficult for us to bear, even unthinkable, and results in the mental
block which makes it difficult to abandon hylemorphic ontology in
biology. Yet if our objective is to construct a rational biological the-
ory, we must analyse this question more rigorously and avoid being
dominated by our subjective and psychological feelings.

Biology’s current ontology is based on the concept of specificity.
We must go beyond this naïve point of view and build ‘aspecific’
biology. Does that seem absurd? There are nevertheless a great
many examples of scientific theories built on counterintuitive
propositions.53 It is not a question of denying the reality of the
species to remain in an academic quarrel, but of putting forward a
theory which avoids using a principle of order analogous to the for-
mal cause. Furthermore, Darwin and Bernard have already shown
us the way here. The former replaced the essentialist definition of
the species by a genealogical definition and the latter discarded
finalism in the notion of physiological function.

On the other hand, returning to a Hippocratic type of theory is
not a valid option. Such theories make the organism the origin
of ontogenesis as it emits the foam54 from its different parts. This
foam is the reflection of the pre-existing organised structure
(the organism). Like Aristotelian theories, they thus depend on a
principle of order from order. They must always rely on an organ-
ising principle intrinsic to matter, similar to holistic principles
(attraction of like by like in Hippocrates, Elsasser’s holistic mem-
ory, emergent properties or the spontaneous tendency towards self-
organisation (see chapter 5). 

In these respects, ontophylogenesis goes beyond this blind spot
of biology without regressing towards prescientific points of view.
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Because it unifies ontogenesis and phylogenesis, it is neither
Hippocratic nor Aristotelian in concept. Here, the organism is con-
structed from the global structure of the germinal cell including the
DNA and protein complexes and there is therefore material conti-
nuity. The germinal cell belongs to the two organisms, the old one
which is being reproduced and the new one which is being formed,
but it is not the reflection of the totality of the organism. It does
not receive molecules from all parts of the body, as is the case in a
Hippocratic theory; it is the result of its own history as a cell within
the organism. Each ontogenesis is therefore also the excrescence of
the germinal line as in Aristotelian theory (Fig. 32). 

Ontophylogenesis allows us to escape from the fetters created
by these two types of theory in which biological thought has been
trapped throughout its history; and if it provides this new perspec-
tive, it is because it totally renounces specificity to make room for
probability. It does not depend on any principle of order which may
be inherent in matter or given a priori. The organism is produced
in its context by a non-finalist process in which environmental con-
straints act on intrinsically probabilistic molecular and cellular
mechanisms.

It thus forms a radical break because it is based on a new
metabiology. While in the Hippocratic and Aristotelian theories the
organism is a first principle, really or virtually the subject a priori
of generation, in ontophylogenesis it is the random result of a
process without finality.
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Conclusion:
A Research Programme and Ethical
Principle based on Ontophylogenesis

We have analysed the main points of genetic determinism and seen
that it is controlled by what Schrödinger called the principle of
order from order. Order is supposed to be inherent in the living
organism and expressed in the relationships between the molecules.
This order is said to be encoded in the genetic information of the
DNA and brought into play by the property of molecular stere-
ospecificity. According to this conception, the proteins unequivo-
cally interact with each other, this interaction being determined by
their three-dimensional structure. They fit together like pieces of a
puzzle to create the organism, with nothing left to chance. This
stereospecificity is necessary for the determinism of the genes to be
expressed at macroscopic level in the phenotypic characteristics.

We have seen that throughout the second half of the 20th cen-
tury, the research programme undertaken by molecular biologists
resulted in a very large number of genes and proteins being isolated
that are involved in numerous normal or pathological cellular
processes, such as gene expression, signalling and cancer. The inter-
action properties of these proteins with other molecular partners
were analysed, and it then appeared that, contrary to the predic-
tions made, these proteins are not stereospecific. More recently,
global networks of molecular interactions have been analysed for
several species, the results of these studies confirming the impor-
tance of molecular non-specificity. Many proteins can interact with
more than a hundred partners, which implies that all biological
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regulation pathways are interconnected and that the way the cell
functions cannot be explained just by the structure of the molecu-
lar networks, as supposed by the principle of order from order. The
networks must themselves be regulated to avoid generalised inter-
ference between all cell functions. To resolve this problem, molecu-
lar biologists hold that the structure of the cell sorts the
non-specific molecular interactions to avoid those which might be
harmful and only let those that are really specific occur. However,
this means reversing the causal explanation and reintroducing
holism. Seen in this light, it is no longer the molecules that deter-
mine the phenotype but the reverse: the phenotype of the cell deter-
mines the molecular interactions which take place in it. Molecular
biology research thus ends in the contradiction of genetic deter-
minism. It denies the theoretical principles which have motivated it
and calls for a new conceptual context that integrates these results. 

Such developments are perfectly normal in modern scientific
practice. Biology needs a theory which grants cell structure a causal
role. A priori, it could be based on holism. However, the analysis
we have carried out has shown us that that reintroduces the idea of
animate matter, breaching the principle of the inertia and objec-
tivity of nature on which scientific method is based. Holism also
supposes that there are emergent properties implying irrational cre-
ation ex nihilo, and thus reintroduces a form of hidden mysticism.
In addition, despite their opposition on the surface, holism and
genetic determinism have a common basis. Both concepts believe
that order is real and underlies all phenomena. They believe in the
hierarchical organisation of the world supposedly created by super-
imposed and increasingly complex levels, from which the diversity of
things unfurls. The difference between the two stems from the ori-
gin of the order. For genetic determinism it comes from below (from
the molecules); for holism, order comes from above (from the whole).
In the second part of the 20th century, theories of self-organisation
tried to give more precise content to holism by suggesting models
for application to biology, but they all introduce a new contradic-
tion. In seeking to explain concrete phenomena, they reintroduce,
without acknowledging them, external constraints which are
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applied to systems to give them order, while at the same time pro-
claiming that these systems are spontaneously organised from the
elements composing them. This demonstrates that real organisation
phenomena are not self-organisation but hetero-organisation phe-
nomena. Holism and self-organisation are not valid, alternative,
theoretical contexts to replace genetic determinism.

Ontophylogenesis resolves the contradictions in genetic deter-
minism and holism because it fully acknowledges the non-specificity
of biological molecules and the intrinsically stochastic character
which that imposes on the living organism. It substitutes a histori-
cal explanation for the explanation involving levels of organisation.
In this concept, it is neither the molecular that determines the
macroscopic, nor the reverse. Ontogenesis is an extension of natural
selection in the internal environment of organisms. A living being is
the product of a history in which selective constraints and stochas-
tic molecular events have been integrated into a single process.

We have seen that, based on this conception, more accurate
models of cell differentiation and gene expression can be con-
structed, models which incorporate experimental facts and lead to
predictions that can be tested. Computer simulation also demon-
strates that this is a relevant general theoretical framework for
explaining the principal properties of embryogenesis. However, it is
obvious that this concept must not be considered to have produced
a perfect theory, and the conclusion of this book therefore opens
up two main aspects that we can immediately see should be devel-
oped in the future.

The first consists of constructing a much wider research pro-
gramme, which will certainly be modified as the first experiments are
performed. We can nevertheless outline the strategic direction. The
variability of biological parameters is a general, undisputable phe-
nomenon that all experimental biologists acknowledge. However, this
variability is not recognised by itself as a biological parameter which
can have a causal role. In the action of cellular mechanisms, which
have always been considered as fundamentally deterministic, it is seen
as a margin of fluctuation. Present research programmes, influenced
by genetics and molecular biology, are seeking to analyse genetic
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information and the networks of molecular interactions which ensue
from it. This strategy corresponds to having a fixed view of the
living organism that ignores variability, and leads inexorably to the
contradiction in genetic determinism. We are drawing up maps.
After mapping the genome, we are now drawing up one for all the
genes transcribed in a cell (transcriptomes) and another for all the
proteins with their interactions (proteomes). It is hoped that from
this data, we will be able to explain, possibly with the help of a
computer program, how the cell functions. This is an error.
Accumulating these data is certainly not totally devoid of interest,
but the genes expressed and the interactions which are produced
between proteins in a cell are the result of the way it functions and
not the cause. The interactions have been selected by cellular
processes from among the huge number of combination possibilities
arising from molecular non-specificity, and it is precisely this selec-
tion process, which is the functioning process of the cell, that we
need to explain. We come back here to our metaphor of the man
lost in the Amazonian forest. The selection process is the Amazon.
We have to turn back to see it and analyse it instead of continuing
to accumulate contingent observations. 

Inevitably, ontophylogenesis radically modifies the approach to
mapping the living organism which genetics induces, by giving vari-
ability its rightful place. Since it acknowledges the intrinsically
probabilistic character of biological phenomena, it equally acknowl-
edges the variability which arises from it and provides the substrate
for phenomena of cellular selection. For ontophylogenesis, variabil-
ity can no longer be reduced to a simple margin of fluctuation. On
the contrary, it attributes to it a primordial causal role. Studying it
must therefore be systematised and put back into probabilistic
explanatory schemes, and this should be done directly in regard to
experimental measures set up and not just at the level of theoreti-
cal interpretation. Indeed, if variability is a significant biological
parameter, it must vary quantitatively during physiological
processes, like any parameter, and this quantitative variation must
be correlated with other parameters of these processes in such a
way that this correlation helps to explain them. The research
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programme to be set up should therefore aim to raise biological
variability from the status of simple fluctuation to the status of
a fundamental parameter. This will require its systematic, quanti-
tative study.

The second and final point concerns the possibility of con-
structing an ethical principle. We have demolished the idea of order
intrinsic to the living organism. We have rejected any form of
animism. In doing so, we have just returned to the general founda-
tions of scientific method. However, in these conditions, on what
basis can we build an ethical principle if there is no natural order
in the world to refer to? What principle can we rely on if “Pure
chance, absolutely free but blind” as Monod said (CN, p. 110), is
the ultimate reality hidden in the deepest depths of ourselves?
Ontophylogenesis could be accused of nihilism: demolishing the role
of Form leads to doubting human specificity, and ends in radical
anti-humanism. Yet this is inexact. Ontophylogenesis does not
reject the idea of order in itself, but the idea of an absolute order,
transcendent and unalterable. Order exists, but it is relative and
can change. It depends on the relationship of the living organism to
its environment. The organism can only exist in and through this
relationship which it just interiorises in its internal environment,
and which spares it precisely the void of absolute chance. The con-
sequence of this is of the greatest importance: the living organism
thus comes into being relative to what it is not. That otherness is
present, inseparable, in its identity.

There seems to us to be no nihilism here; on the contrary we
see the possibility of finding an ethical principle, without resorting
to transcendence.
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Glossary

Allele: Organisms often possess several versions of the same gene.
Each version is an allele. This is particularly the case in diploid
organisms in which there are two versions of the same gene each
carried by each homologous chromosome (see Diploid).

Antibody: See Immunology.

Antigen: See Immunology.

Aristotelism (the four causes): According to Aristotle, there are
four kinds of cause in Nature: the ‘material cause’ provides the mat-
ter out of which a phenomenon is constituted or involved in the
ontogenesis of objects. This material has no form on its own; it is
incapable of creating anything of an ordered nature by itself. It
therefore has to be associated with the ‘formal cause’ which pro-
vides a form corresponding to the essence of the phenomenon or
thing. These two causes are however insufficient because there is an
absence of movement. The ‘efficient cause’ is the immediate motor
that produces phenomena. The ‘final cause’ is the underlying pur-
pose of any process, the finality of which is the production of the
essence or form of things.

Blastocoel: See Blastula.

Blastula: Early stage in the development of embryos characterised
by the appearance of a cavity known as the blastocoel.
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Brownian motion: See Thermal agitation.

Cell culture: Technique consisting of culturing cells artificially in
dishes by adding a nutrient medium in sterile controlled conditions.

Cell differentiation: Multicellular organisms possess different types
of cells with different structures and functions (muscle, bone, blood,
skin cells etc.). These differentiated cells appear during develop-
ment of the embryo through progressive specialisation from division
of the initial egg. In the context of molecular biology, these differ-
entiations are considered to depend on the activity of different
genes in each cell type, corresponding to the expression of different
proteins. All the cells have the same genome but do not express the
same genes. 

Cell interaction: Cells influence the activity of their neighbours
through their own activity, the molecules they release and the func-
tions they perform.

Chromatin: Entity formed by DNA molecules and the proteins with
which they interact (including the histones of nucleosomes. See
Nucleosome).

Chromosome: Form of chromatin compacted at the time of cell
division (see Chromatin). 

Competition: See Molecular interaction.

Computer simulation: Simulation of a phenomenon by a computer
with a program which (in part) reproduces the phenomenon from a
model, using mathematical (for digital simulations) and/or data
processing (for computer simulations) methods. The model can
then be studied, varying the parameters at will. The model may be
a theoretical representation or represent a mechanism. Its function
may also be just to replicate the observable evolution of a system,
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without worrying about replicating a mechanism or theoretical
principle.

Cultured cells: See Cell culture.

Cytokines: Proteins with various functions secreted by the cells of
the immune system.

Dendrite: See Neuron.

Differentiated cell: See Cell differentiation.

Diffusion: See Thermal agitation.

Diploid: Diploid organisms have two sets of homologous chromo-
somes, each arising from one of the two parents.

Epigenetic modifications: See Protein synthesis.

Essentialism: Philosophy which gives pre-eminence to essences.
Generally, these essences are Aristotelian forms. There is said to be
immanent order and finality in the world because every thing is
determined by its underlying essence which it seeks to manifest.
Essentialism and the reality of the species go hand in glove since a
species is a set of things having the same essence.

Eukaryote: Organism in which the cell or cells contain numerous
organelles delimited by membranes, particularly the nucleus which
contains the DNA associated with the proteins in the chromatin
(See Chromatin).

Evolutionary synthesis (or synthetic theory of evolution):
Predominant theory of contemporary biology resulting from the
synthesis that occurred towards the middle of the 20th century
between original Darwinism and the contributions made by other
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branches of biology including population genetics. In this theory,
evolution occurs through the selection of mutations of genes, an
idea which did not exist in Darwin’s theory as he knew nothing of
genetics. However, this synthetic theory encompasses more than
what is known as neo-Darwinism, which developed through the
merger, initiated by August Weismann, of Darwinism with the work
of the first geneticists at the end of the 19th century.

Ex vivo: Experimentation on a living system out of its normal
context, e.g. cells isolated from the organism and cultured inde-
pendently (see Cell culture). 

Final cause: See Aristotelism, Essentialism.

Finality: See Aristotelism, Essentialism.

Fluctuation in molecular concentration: See Molecular interaction.

Form: See Aristotelism, Essentialism.

Formal cause: See Aristotelism, Essentialism.

Gene: Determinant of the hereditary phenotypic characteristic
carried on the chromosomes. Initially geneticists considered the
genes subject to absolute determinism. Nowadays, it is more often
accepted that they are influenced by environmental factors
(see Phenotype).

Genome: The total genetic material (DNA) of a cell.

Genotype: All the genes carried on the chromosomes (see Gene).

Growth factors: Small proteins initially described for their ability to
activate cell proliferation. They exert pleiotropic effects on several cel-
lular processes (differentiation, survival, apoptosis) in different lines.
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Haematopoietic cells: Blood cells.

Heat motion: See Thermal agitation.

Hylemorphic ontology: Ontology according to which things are the
result of two first principles, matter and form (see Aristotelism,
Essentialism).

Immunology: Discipline which studies immunity, i.e. the capacity of
an organism to resist and rid itself of an agent which is foreign to
it, e.g. a virus. There are two types of immunity. Humoral immu-
nity involves the secretion of antibodies by B lymphocyte cells.
These antibodies are proteins (immunoglobulins) which react with
a part of the infectious agent (the antigen) by complexing, neutral-
ising and eliminating it. Cell-mediated immunity involves the action
of T lymphocyte cells which, owing to the receptors situated in
their cell membrane, directly recognise antigens and neutralise
infectious agents.

In vitro: Experimentation outside a living system, e.g. a biochemi-
cal reaction produced in a test tube.

In vivo: Experimentation performed on a living organism.

Kinase: Post-translational modification enzyme phosphorylating
(adding phosphorus to) proteins (see Protein synthesis).

Lymphocyte: See Immunology.

Macroscopic: Seen with the naked eye. A phenomenon can be
analysed macroscopically (at our level of observation) or at the
molecular level. For example, the rain which falls from clouds in
drops as we see it, is also behaving as a population of molecules of
water.
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Molecular interaction: A molecular interaction involves physical
contact between molecules that can produce a more or less stable
bond. The bond may allow complexes of several molecules (macro-
molecular complexes) to be constructed which are incorporated into
the structure of the cells (membranes, chromatin etc.). It can also
trigger the biochemical reactions (enzyme/substrate bond) of
metabolism or induce regulation (a bond between a gene transcrip-
tion regulator protein and a DNA sequence). Competition exists
between molecules. Let us imagine red, black and white balls mov-
ing randomly in a space. Contacts between balls of different colours
occur randomly but their frequency relative to the whole set of balls
depends on their relative proportions. For example, the more red
balls there are, the more contacts there will be involving red balls.
Owing to the random character of the movement of the balls the
frequency of these contacts is permanently subjected to random
fluctuations. The same is true of molecules subjected to thermal
agitation.

Morphogen molecules: Morphogens are chemical substances induc-
ing cell differentiation in the embryo. They often form gradients
and exert their effects at defined concentrations.

Morphogenetic gradients: See Morphogen molecules.

Morphogens: See Morphogen molecules.

Multicellular organisms: Organisms having several cells (see Cell
differentiation).

Natural selection: Evolution was acknowledged by many naturalists
from the 18th century onwards. Darwin gave an explanation that
has provided the general framework for modern theories of evolu-
tion. Organisms are subject to countless variations. Individuals
with advantageous variations (access to food, success in sexual
reproduction etc.) reproduce more than others and after several
generations become the dominant type. In this way populations of

216 The Origin of Individuals

b694_Glossary.qxd  12/16/2008  10:29 AM  Page 216



individuals forming species change characteristics and evolve
through accumulating variations.

Neo-Darwinism: See Evolutionary synthesis.

Neural crest: Region (dorsal to the neural tube) in vertebrate
embryos. Its cells migrate in the embryo and give rise to several cell
lines including the cells of the nervous system.

Neuron circuits (networks): See Neuron.

Neuron: Neurons are cells of the nervous system by means of which
nerve impulses are transmitted. In general they are elongated in
shape, with many branches (the dendrites) at one end and the
other end less branched (ending in synapses). Nerve impulses are
transmitted from one neuron to another through the connections
which are established between synapses and dendrites. The neu-
rons thus form circuits in which impulses circulate. Owing to the
very large number of dendrites, numerous different circuits can
form endowing the nervous system with great plasticity, due to
which it can respond to the numerous situations that may confront
the organism.

Neuronal cell: See Neuron.

Nominalism: In the debate on the species, which has never abated,
nominalism asserts that only individuals really exist. The nominal-
ist does not deny that certain individuals that are classified in the
same species resemble each other but this resemblance does not arise
from a constitutive principle, or essence, inherent in the individuals.
In contrast, for realists the species is perfectly real. It is a structure
shared by several individuals, and is the result of a constitutive prin-
ciple common to those individuals (see Essentialism).

Nucleosome: The nucleosome is the basic unit in chromatin fibre.
It is a ‘bead’ of proteins, called histones, around which the DNA is
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wrapped. Chromatin fibre is composed of a string of nucleosomes, like
a pearl necklace where each pearl is a nucleosome (see Chromatin).

Ontology: Ontology is the area concerned with indemonstrable
first principles. In discussions in the realm of ontology, one is often
induced to say that an entity is not real, for example, species or
the individual organism. This means that it is not a first princi-
ple constituting what is real. For example, for a nominalist, the
species is not real in that it depends on subjective classification
by a classifier.

Phenotype: All the qualitative (e.g. eye colour) or quantitative
(e.g. size) characteristics of an individual resulting from the expres-
sion of its genes.

Phosphatase: Post-translational modification enzyme dephosphory-
lating (removing phosphate from) proteins (see Protein synthesis).

Post-genomic biology: This term refers to the research programme
that has been developing since sequencing the human genome. It is
not strictly defined. One of its aspects consists in vastly widening
programmes for collating data on proteins and RNAs (to include
proteomes and transcriptomes) and in devising computer tools to
analyse them. This modelling more and more often involves the
participation of mathematicians and physicists.

Post-translational modifications: See Protein synthesis.

Prokaryote: Simple cell without a nucleus delimited by a mem-
brane, e.g. bacteria.

Promoter: DNA sequence situated upstream of the genes where the
enzyme allowing their transcription binds (See Protein synthesis).

Protein synthesis: The nucleotide sequence (the genetic information)
of DNA is first of all transcribed into RNA (transcription). This
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RNA is then itself translated into a linear chain of amino acids
(translation). This chain in turn folds to form a three-dimensional
structure. Finally, in general under the action of enzymes, this three-
dimensional structure undergoes what are called post-translational
or epigenetic modifications corresponding to chemical modifications
of the amino acids of the protein. According to current theory, the
properties of a protein depend on its three-dimensional structure
which, through its form and electrical charges, permits interactions
with other molecules (see Molecular interaction).

Proteome: All the proteins (and their interactions) of a cell.

Real: See Ontology.

Regulator protein: Protein in the chromatin which activates or
inhibits gene transcription (see Chromatin, Molecular interaction).

Regulatory region: See Regulatory sequence, Promoter.

Regulatory sequence: DNA sequence situated upstream of the
genes where the regulatory factors which activate or inhibit gene
transcription bind (see Protein synthesis).

Specificity: That which exclusively identifies a series of things or
organisms which thus constitute a species. However, the word
‘specificity’ is one of the most used terms in biological literature,
employed with a variety of meanings which are not always
explained. When we speak of molecular specificity, we are using
the term in the original meaning of ‘stereospecificity’ defined by
molecular biologists. Stereospecificity (etymology: solid speci-
ficity) indicates that molecules are only capable of performing
unequivocal interactions, or very few in number, determined
by their three-dimensional structure. Each molecule has only a
single partner molecule (or a very restricted number of them)
with which it can interact, which excludes random interactions
between molecules.
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Stem cells: Non-differentiated cells in the embryo or the adult
organism that can either renew themselves by multiplication or
differentiate.

Stereospecificity: See Specificity.

Synapse: See Neuron.

Teleonomy: Property of organisms of being endowed with an objec-
tive that they realise due to the genetic programme. This is a modern
version of finality in the context of molecular biology.

Thermal agitation: The atoms and molecules in matter, irrespective
of its state, are perpetually in motion, never immobile. This contin-
ual movement is correlated with the temperature: it reduces as the
temperature falls (and totally ceases at absolute zero) and increases
as the temperature rises. Although subject to Newton’s determinis-
tic laws, this movement of atoms or molecules cannot be predicted
other than in a probabilistic way, as for the movement of a coin in
the game of heads or tails. Molecules diffuse by this random
Brownian motion which in the absence of constraints tends to make
their concentrations homogeneous (see Molecular interaction).

Three-dimensional structure of proteins: See Protein synthesis.

Transcription: See Protein synthesis.

Translation: See Protein synthesis.
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List of Abbreviations

CN Chance and necessity (Jacques Monod)
CF Entre le cristal et la fumée (Henri Atlan)
EE Emergent evolution (Conrad LLoyd Morgan)
EH Essays upon heredity and kindred biological problems

(August Weismann)
FTG La fin du “tout génétique”? (Henri Atlan)
GA On the generation of animals (Aristotle)
HE Holism and evolution (Jan Christiaan Smuts)
HU At home in the universe (Stuart Kauffman)
ISEM An introduction to the study of experimental medicine

(Claude Bernard)
LPL Lectures on the phenomena of life common to animals and

plants (Claude Bernard)
OG On generation (Hippocrates)
ONC On the nature of the child (Hippocrates)
OOC Order out of chaos (Ilya Prigogine and Isabelle Stengers)
OS The origin of species (Charles Darwin)
PA Parts of animals (Aristotle)
RTO Reflections on a theory of organisms: Holism in biology

(Walter Elsasser)
SL The science of life (Paul Weiss)
WIL What is life? (Erwin Schrödinger)
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